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While empirical evidence highlights the importance of punishment for cooperation in collective action, it
remains disputed how responsible sanctions targeted predominantly at uncooperative subjects can evolve.
Punishment is costly; in order to spread it typically requires local interactions, voluntary participation, or
rewards. Moreover, theory and experiments indicate that some subjects abuse sanctioning opportunities by
engaging in antisocial punishment (which harms cooperators), spiteful acts (harming everyone) or revenge
(as a response to being punished). These arguments have led to the conclusion that punishment is
maladaptive. Here, we use evolutionary game theory to show that this conclusion is premature: If
interactions are non-anonymous, cooperation and punishment evolve even if initially rare, and sanctions
are directed towards non-cooperators only. Thus, our willingness to punish free riders is ultimately a selfish
decision rather than an altruistic act; punishment serves as a warning, showing that one is not willing to
accept unfair treatments.

N
umerous experiments demonstrate that human subjects are eager to punish others for unjust behaviour1–6,
thereby suggesting that we are equipped with an inclination for retaliation7. The evolutionary origin of
this inclination, however, is puzzling because punishment is costly and therefore unlikely to evolve unless

it results in direct or indirect benefits8–13. One avenue of research has argued that sanctions are more costly for the
punished and that punishment thus gives a relative payoff advantage to the punisher9,11,12,14. In these models,
punishment can evolve, sometimes even if punishers are initially rare, if there are accompanying mechanisms such
as voluntary participation in the collective endeavor11,12, local interactions on a lattice or on a network9,15–19, or the
option to reward cooperators13. Surprisingly, it was also demonstrated that defectors who punish other defectors
help to pave the way for a cooperative society14–16. However, while a relative payoff advantage for the punisher may
explain the emergence of punishment, it cannot account for the emergence of responsible punishment, targeted at
defectors only. If the mere act of punishing others gives an edge to the punisher, then spite and antisocial
punishment should eventually take over. Most previous studies presumed that only defectors are punished, which
is clearly contradicting experimental evidence from numerous countries20. Two recent models that also allow
cooperators to be punished have shown that anti-social punishment can fully prevent the evolution of cooperation
and responsible sanctions in both, well-mixed21 and lattice-structured22 populations. Therefore, the question arises
whether punishment can promote cooperation at all6.

However, in most real interactions, the decision to punish others does not only affect the relative payoffs of the
players, but also their reputation. If the punishment act can be observed by others, it can pay to sanction only
defectors. A recent experiment suggests that emotions such as anger or moral disgust may have evolved as a
commitment device; they lead people to disregard the immediate consequences of their behaviour in order to
preserve integrity and to maintain their reputation23. If individuals are able to build up a strict reputation by
displaying a low tolerance for unfair behaviour, then future interaction partners may act more cooperatively.
Recently, dos Santos et. al. have presented an analytical model, combined with computer simulations, showing
that reputation indeed facilitates the co-evolution of cooperation and punishment24. However, their analytical
model does not allow antisocial punishment, and individuals can only resort to the last action of their peers. A
responsible use of sanctions requires a long-run reputation advantage25. Here, we underpin this argument with an
evolutionary model. We derive an exact condition for the evolution of responsible punishment in the presence of
antisocial punishment. Our model shows that reputation allows the co-evolution of cooperation and responsible
sanctions even if both are initially rare.
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Results
We consider a pairwise game with two stages. Before the game starts,
a coin toss determines which player is in the role of the donor and
which one is in the role of the recipient. In the initial helping stage,
donors may cooperate and transfer a benefit b to their recipients, at
their own cost c , b, or they may refuse to do so. In the subsequent
punishment stage, recipients decide whether or not to punish the
donor at a cost c, thereby reducing the payoff of the donor by b.
Depending on the outcome of the helping stage, there are four pos-
sible reactions of the recipient: Punishing defectors only (denoted by
R for responsible sanctions), punishing cooperators only (A for anti-
social punishment), punishing everybody (S for spiteful punishment)
or punishing nobody (N). Because sanctions are costly, immediate
self-interest speaks against either form of punishment, leading to a
destabilization of punishment in the absence of reputation12. In order
to incorporate reputation, we assume that donors can anticipate their
co-player’s behaviour with probability l, either from previous
encounters, from observation, or from gossip. We can therefore
distinguish four different types of donors. The first type are the C-
players who always cooperate, whereas the second type, the D-
players, never cooperate, regardless of l and the opponent’s repu-
tation. The third type are the opportunistic cooperators, OC, who
optimally adapt their behaviour on the co-player’s punishment repu-
tation: They cooperate against social sanctioners, while saving the
cooperation costs against all other recipients, N, A, and S. If no
information on the co-player’s reputation is available, OC-donors
cooperate by default. The last type of donors, opportunistic defectors
OD, also adjust their behaviour to the recipient’s reputation (in the
same way as OC-donors), but play defect if the recipient’s reputation
is unknown.

Thus, if there is no information about the reputation of the other
group members available, opportunistic cooperators OC just behave
as unconditional cooperators C, and opportunistic defectors OD are
indistinguishable from defectors D. However, once the others’ repu-
tation is known, opportunists can be swayed by the threat of pun-
ishment, whereas the unconditional strategies cannot. As players can
be in both roles, donor and recipient, and since we consider four
strategies for each role (C, OC, OD, D for donors and R,N,A,S for
recipients), there are 16 strategies in total. Note that this is only a
subset of the full strategy space; for example, donors might also apply
the rather counter-intuitive rule to cooperate only against anti-social
punishers. However, such a strategy is clearly dominated by OC, and
we show in the Supplementary Information (SI) that our results
remain unchanged if we consider the full strategy space.

We study the transmission of strategies with a frequency-depend-
ent birth-death process26 in a finite population of size n. In each time
step, two randomly chosen individuals compare their payoffs and
one of them can switch to the other one’s strategy. This process can
be interpreted as a model for social learning, whereby successful
strategies spread, and, occasionally, random strategy exploration
introduces novel strategies (corresponding to mutations in biological
models). In the limit of low exploration rates, we provide an analy-
tical approximation, which is complemented with simulations for
frequent exploration (SI Text).

When interactions are completely anonymous (l 5 0), then nei-
ther responsible punishment nor cooperation occurs at not-
able frequencies (Fig. 1). Instead, donors tend to defect either uncon-
ditionally, or because they are not swayed by responsible sanctions.
Because of the absence of cooperators, antisocial punishment incurs
no costs and can therefore increase to substantial levels through
neutral drift, which is in line with previous studies21,22. These results,
however, change drastically when the recipient’s reputation is at
stake: If the probability of knowing the others’ type fulfills (see SI)

lw n{1ð Þc{b

n{1ð Þ czbð Þzc{b
, ð1Þ

then it pays off for the recipient to engage in responsible sanctions to
deter opportunists from defection. Notably, this expression simpli-
fies to l . c/(c 1 b) for large populations, indicating that responsible
punishment is the result of balancing the costs of punishment c with
the prospects of future benefits b, but does neither depend sensitively
on cost of cooperation c nor on the magnitude of the punishment b.
In fact, we find that above this threshold, recipients almost immedi-
ately switch to responsible punishment, which in turn promotes the
evolution of cooperative strategies among the donors. Remarkably,
this positive effect of information is largely independent of the
exploration rate, although frequent exploration has a distinct impact
on the abundance of opportunism.

To illustrate the emergence of responsible punishment, we
have traced the evolutionary dynamics (Fig. 2). In the absence of
reputation effects, both, spite and responsible sanctions soon go
extinct, followed by a long period of neutral drift between uncon-
ditional and opportunistic defection, such that everyone defects, as
well as between antisocial punishment and no punishment, such that
no one punishes. On the other hand, if recipients have the oppor-
tunity to build a reputation, then they turn to responsible punish-
ment, which promotes the evolution of opportunism and, eventually,
establishes cooperation. This holds true even if responsible sanctions
are absent in the initial population (Fig. 3): Indeed, starting from a
population of antisocial defectors (DA), mutation and neutral drift
can lead to a population of non-punishing opportunists (ODN). This
kind of opportunism paves the way for responsible sanctions (ODR or
OCR).

Our results demonstrate that with and without information, spite
is immediately driven to extinction (see Figs. 1–3). This is in contrast
to a recent model considering the evolution of antisocial behaviour
in locally subdivided populations22. However, we show in the
Supplementary Information that spite requires a high degree of
anonymity, small population sizes and low costs of punishment to

Figure 1 | Information promotes the co-evolution of cooperation and
responsible punishment. Time-averaged frequencies for the strategies of
donors (left graph) and recipients (right graph), respectively. Solid lines
indicate exact results for the limiting case of rare exploration. Filled
symbols represent simulation results for low exploration rates (m 5
0.0001) and open symbols are simulations for high exploration rates (m 5
0.1). The black dashed line represents the critical information level given by
Eq. (1). Above this information level, individuals make use of responsible
sanctions to deter opportunists from defection. Parameter values are n 5
80, b 5 4, b 5 3, c 5 c 5 1, the strength of selection is set to s 5 0.5.
Simulations were run over a period of 1010 time steps (i.e., each individual
was allowed to implement more than 108 strategy changes).

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 2 : 458 | DOI: 10.1038/srep00458 2



gain a foothold in the population. These conditions are intuitive for
they lead to local competition where relative payoff advantages mat-
ter. It is noteworthy that the three conditions of anonymity, small
group sizes and cheap punishment are characteristic for many labor-
atory experiments, suggesting that such behavioural studies may
overestimate the impact of spite on human decision making.

The positive effects of reputation are robust with respect to errors
in the perception of the co-players’ reputation, and to extensions of
the strategy space (SI Text and Figs. S3 and S4). Moreover, these
results are not restricted to pairwise interactions: Our results also
carry over to public good games between more than two players (SI
Text and Figs. S5 and S6). Also in that case, there is a critical thresh-
old for the reputation parameter l which needs to be met for coop-
eration and responsible sanctions to evolve. This critical threshold,
however, increases with the number of group members. Thus, large
group sizes threaten the emergence and the stability of responsible
peer punishment, which may explain why most large societies

rather rely on centralized punishment institutions than on self-
governance19,27,28.

Discussion
Previous evolutionary models could not explain why individuals
learn to deal responsibly with sanctions. Instead, it was either pre-
sumed that punishment is targeted at defectors only9–16,18, or it was
predicted that evolution leads to non-punishing defectors or spite,
respectively22. Here, we have shown how reputation can resolve these
issues. Non-anonymity makes anti-social punishment and spite
unappealing, and if punishment evolves, then it is systematically
targeted at non-cooperators. Hence, we also question the conven-
tional wisdom that any behaviour, even if abstruse, can become a
common norm as long as deviations are punished8. Opportunistic
individuals will stop to impose sanctions on pro-social activities,
simply because it is in their own interest to let cooperative outcomes
evolve. In particular, the emergence of anti-social punishment in
some models21,22, is likely to be a consequence of their assumption
of anonymous interactions. Antisocial punishment has been
observed experimentally in repeated games, but there it could be a
component of retaliation20,29.

In our model, individuals learn to make use of responsible
punishment because these sanctions serve as a signal to bystan-
ders. In this way, responsible sanctions are a form of weak reci-
procity30: they are beneficial in the long run, despite being costly in
the short run. If this individual long-run benefit of punishment is
absent (e.g. if reputation effects are precluded), then responsible
sanctions do not evolve. Strong reciprocators (i.e., individuals that
are willing to punish others even if it reduces their absolute fitness
in the long run31) do not emerge in our model. Thus, responsible

Figure 2 | Time evolution of responsible punishment. Two typical
individual-based simulation runs, without (a) and with (b) reputation. In
both cases, the upper graph depicts the dynamics among the donors’
strategies, whereas the lower graph shows the evolution of strategies among
recipients. While a low information regime results in neutral drift between
different non-cooperative strategies, individuals almost immediately
switch to social sanctions and cooperation if their reputation is at stake.
Parameter values are m 5 0.0001 and l 5 0 for (a) and l 5 0.3 for (b),
respectively, the other parameter values being the same as in Figure 1.

Figure 3 | Responsible punishment can invade when rare. Time-averaged
frequencies of the 16 possible strategy combinations and typical transitions
between homogeneous populations. Arrows with dashed lines indicate
neutral drift between the two corresponding strategy combinations.
Arrows with solid lines represent transitions where the target strategy has a
fixation probability that exceeds the neutral probability 1/n. Populations
marked with a colored ring can only be invaded through neutral drift. The
Figure illustrates that unconditional defectors can be subverted by
opportunistic defectors, which in turn can be swayed by responsible
sanctions. However, once established, responsible sanctions can be
replaced by unconditional defectors via the (unlikely) path via non-
punishing cooperators, which can be invaded by non-punishing defector
strategies. Parameter values are n 5 80, b 5 4, b 5 3, c 5 c 5 1, s 5 0.5, l 5
0.3 and frequencies are calculated for the limit of rare exploration. For
clarity, we have only plotted arrows starting from strategies that are played
in more than 0.5% of all cases.
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punishment is a selfish act, rather than an altruistic service to the
community. Opportunism (that is, the propensity to be swayed by
sanctions), on the other hand, emerges endogenously, once indi-
viduals are able to anticipate the punishment behaviour of their
peers. Of course this implies some cognitive requirements on the
subjects: They have to monitor their co-players and need to pro-
cess and remember this information properly. Subjects in beha-
vioural experiments show an enhanced memory for faces of
defectors32 and although not tested empirically, one may expect
similar results for the faces of punishers. Humans highly regard
reputation33; the mere picture of an eye, indicating that someone is
watching34 or the physical presence of an experimenter35 can affect
the subjects’ behaviour, often making them more cooperative or
increasing their willingness to punish non-cooperators. In fact, the
capability to gather and transmit information might be a major
cause for the the high levels of cooperation in humans36.

Under non-anonymity, reputation becomes a strategic variable
and experiments reveal that we make use of sophisticated strategies
when it comes to publicising or concealing information about our-
selves37. While explicit penalties serve as a warning to others, they
also bear the risk of counter-punishment38. However, we show that
responsible sanctions remain prevalent even if counter-punishment
is a sure event (in which case the costs for the punisher, c, are as high
as the costs for being punished, b, SI Text and Fig. S2), implying that
we are willing to pay a high price to uphold our reputation39,40.
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20. Herrmann, B., Thöni, C. & Gächter, S. Antisocial punishment across societies.
Science 319, 1362–1367 (2008).

21. Rand, D. G. & Nowak, M. A. The evolution of antisocial punishment in optional
public goods games. Nature Communications 2 (2011).

22. Rand, D. G., Armao IV, J. J., Nakamaru, M. & Ohtsuki, H. Anti-social punishment
can prevent the co-evolution of punishment and cooperation. J Theor Biol 265,
624–632 (2010).

23. Yamagishi, T. et al. The private rejection of unfair offers and emotional
commitment. Proc. Natl. Acad. Sci. 106, 11520–11523 (2009).

24. Dos Santos, M., Rankin, D. J. & Wedekind, C. The evolution of punishment
through reputation. Proc. R. Soc. B 278, 371–377 (2011).
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Supplementary Information:

Emergence of responsible sanctions without second order free

riders, antisocial punishment or spite

Christian Hilbe1,⇤ & Arne Traulsen1

1 Max Planck Institute for Evolutionary Biology, D-24306 Plön, Germany

Our mathematical model is an application of stochastic evolutionary game dynamics

in finite populations. In section 1, we compute the payo↵s for each strategy and determine

conditions for the stability of responsible sanctions. In section 2 we specify the evolutionary

game dynamics which can be interpreted as a social learning process and derive analytical

approximations for the case of rare exploration. In the last section, we assess the robustness

of our results by analyzing the impact of parameter changes, as well as the consequences

of counter-punishment. Additionally, we show that our results are robust with respect to

errors in the perception of the co-players’ reputation, and to extensions of the strategy

space. Moreover, we demonstrate that our qualitative results do not rely on the assumption

of pairwise interactions; in fact, our conclusions can be easily transferred to the case of

social dilemmas between more than two players.

1 Payo↵s

Let us first calculate the payo↵ for each pairwise interaction. If, for example, an oppor-

tunistic OC-donor encounters a non-punishing N -recipient, then the opportunist knows

with probability � that it is safe to refuse cooperation, leading to zero payo↵ for both.

With probability �̄ = 1� �, no such information about the recipient is available and the

1



opportunistic donor will choose his default action, cooperation. In total, this results in

an average payo↵ of ��̄c for the OC-donor and �̄b for the N -recipient. Repeating this

computation for all other strategy pairs yields a bimatrix (A,B). In this bimatrix, the first

entry denotes the payo↵ of the donor whereas the second entry denotes the corresponding

payo↵ of the recipient:

R N A S

C
�
� c, b

� �
� c, b

� �
� c� �, b� �

� �
� c� �, b� �

�
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�
� c, b

� �
� �̄c, �̄b

� �
� �̄(c+ �), �̄(b� �)

� �
� �̄c� �, �̄b� �

�

OD

�
� �c� �̄�,�b� �̄�

� �
0, 0

� �
0, 0)

�
� �,��

�

D
�
� �,��

� �
0, 0

� �
0, 0)

�
� �,��

�
,

(2)

where the recipient strategies are responsible sanctioners R, non-punishers N , antisocial

punishers A, and spiteful punishers S. On the donor side, the strategies are always

cooperate (C), opportunistic cooperation (OC), opportunistic defection (OD), and always

defect (D).

To study the social learning process, we consider a finite population of size n. Each

individual of the population acts according to its strategy [i, j], where i 2 {C,OC , OD, D}

is the indivdual’s action in the role of a donor and j 2 {R,N,A, S} describes how to react

as a recipient. Thus, we have in total 16 strategies, but we will always consider the two

strategies in the di↵erent roles separately. We denote the number of [i, j]-players with nij ,

whereas nC , nOC , nOD and nD gives the total number of unconditional cooperators, op-

portunistic cooperators, opportunistic defectors and unconditional defectors, respectively.

Similarly, we introduce the variables nR, nN , nA and nS to denote the total number of

responsible sanctioners, non-punishers, antisocial punishers and spiteful punishers, respec-

tively. Because players have an equal chance to be the donor or the recipient in a given

interaction, and since self-interactions are excluded, the average payo↵ of an [i, j]-player

2



is given by

⇡ij =
1

n� 1

0

@
X

k2{R,N,A,S}

Aik · nk

2
+

X

l2{C,OC ,OD,D}

Blj · nl

2
� Aij + Bij

2

1

A . (3)

We can derive several conclusions from the payo↵ formula (3):

1. Componentwise stability. Because the payo↵ of strategy [i, j] is a linear com-

bination of the payo↵ as a donor and the payo↵ as a recipient, it follows that a

homogeneous [i, j]-population is evolutionarily stable if and only if it is component-

wise stable (that is, neither an [i, l]-mutant nor a [k, j]-mutant can invade).

2. Stability of responsible sanctions. Responsible sanctions can only deter play-

ers from non-contributing, if punishment fines are su�ciently high. In fact, in a

homogeneous population of cooperative responsible sanctioners, [C,R], a single non-

punishing defector has a lower payo↵ than the residents only if

⇡DN � ⇡CR =
1

2
(b� �)� 1

2

✓
n� 2

n� 1
b� c� �

n� 1

◆
< 0, (4)

This condition is equivalent to

� >
b+ �

n� 1
+ c, (5)

which simplifies to � > c in the case of large populations. Only if punishment fines

are above this threshold, sanctions can potentially stabilize cooperation, and in the

following, we will therefore always assume that condition (5) is met.

3. Conditional behaviour is beneficial. Opportunism is beneficial in the sense

that an opportunistic player never yields a lower payo↵ than a player with the

corresponding unconditional strategy. To see this, consider an arbitrary strategy

3



j 2 {R,N,A, S} for the role as a recipient and compute the payo↵ di↵erence between

the unconditional and the respective opportunistic strategy,

⇡Cj � ⇡OCj =
1

n� 1

0

@
X

k2{R,N,A,S}

ACk �AOck

2
· (nk � �kj) � BCj � BOcj

2

1

A ,

(6)

where �jk is one if j = k and equal to zero otherwise. Since it follows from payo↵ table

(2) that ACk  AOCk for all k and that BCj � BOCj for all j, we may thus conclude

that ⇡Cj  ⇡OCj . A similar computation verifies that opportunistic defectors always

get at least the payo↵ of the respective unconditional strategy, ⇡Dj  ⇡ODj for

all recipient’s actions j. Intuitively, if information about the co-players’ previous

actions is available, it is always advantageous to consider this information when

deciding whether to cooperate or not.

4. Emergence of cooperation in a population of defectors. Once the popula-

tion only consists of non-punishing defectors [D,N ], then the three strategies [D,A],

[OD, N ] and [OD, A] can invade through neutral drift for all parameter combinations.

If punishment is su�ciently costly, �/� > 1/(n�1), however, there is no other strat-

egy [i, j] that can invade a homogeneous [D,N ]-population. Indeed, if we compute

the payo↵ of a single [i, j]-invader, then we find that

⇡ij � ⇡DN =

8
>>>>>>><

>>>>>>>:

0 if i 2 {D,OD} and j 2 {N,A}

�� + �/(n� 1) if i 2 {D,OD} and j 2 {R,S}

�c� b/(n� 1) if i = C and j = N

��̄c� �̄b/(n� 1) if i = OC and j = N

(7)

A similar argument holds for antisocial-punishing defectors [D,A], which can only

be invaded through neutral drift by [D,N ], [OD, N ] and [OD, A]. However, once

the whole population uses an opportunistic strategy, [OD, N ] or [OD, A], the use
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of responsible sanctions becomes beneficial, provided that the reputation level � is

su�ciently high: Indeed, if threshold (1) from the main text is met, that is if

� >
(n� 1)� � �

(n� 1)(� + b) + c� �
, (8)

then a single [OD, R]-invader has always a higher payo↵ than the residents. The

strategy [OD, R], in turn, can easily be invaded by the more cooperative strategies

[C,R] and [OC , R].

5. Breakdown of cooperation. For moderate punishment fines, i.e. (b+�)/(n�1)+

c < � < �(n � 1), a homogeneous [OC , R]-population can only be invaded through

neutral drift by [C,R]. Once a homogeneous [C,R]-population is reached, neutral

drift may either lead back to [OC , R], or it may lead to a non-punishing [C,N ]-

population. A [C,N ]-population, in turn, is highly unstable as it can be invaded by

all other non-punishing strategies, [OC , N ], [OD, N ] and [D,N ]. Overall, cooperation

is thus most stable in a population of opportunistic social sanctioners: When the

whole population makes use of [OC , R], it takes two neutral transitions (from [OC , R]

to [C,R] and from there to [C,N ]) to reach a state that is susceptible for invasion by

defectors. Thus, the evolution of cooperation in our model is more likely than the

breakdown of cooperation, leading to a mutation-selection equilibrium that favours

cooperation.

2 Evolutionary dynamics

To model the dynamics of strategy adaptation in the population, we apply a pairwise com-

parison process1,2,3, which is closely related to the frequency-dependent Moran process4.

That is, we assume that in each time-step, subjects interact with all other members of

the population, such that their payo↵s are given by Eq. (3). Thereafter, one individual is
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randomly selected to imitate the strategy of a peer, whereby strategies of peers with high

payo↵s are more likely to be adopted. In particular, if a focal individual with strategy [i, j]

selects a role model with strategy [k, l], then the probability of adopting the role model’s

strategy is given by the so-called Fermi-rule1,2,3:

p[i,j]![k,l] =
1

1 + exp [�s(⇡kl � ⇡ij)]
(9)

The parameter s � 0 denotes the imitation strength: For small s, a coin toss essentially

decides whether or not to imitate the role model. In the other limit s ! 1, the focal

player only imitates co-players that have a higher payo↵. These two limits are usually

referred to as the case of weak and of strong selection, respectively. Additionally, we allow

for random exploration of strategies. In each time step, the focal individual switches to

another random strategy with probability µ > 0. Each of the other 15 strategies has an

equal chance to be selected.

For the simulations, we focus on two exploration scenarios: In the case of frequent

exploration, the exploration rate is set to µ = 0.1. For su�ciently large populations, fre-

quent exploration thus implies that typically all 16 strategies are present in the population.

In the other case of rare exploration, we used an exploration rate of µ = 0.0001. Since

there are no stable coexistences, this choice implies that a su�ciently small population is

typically in a monomorphic state5.

2.1 Analytical approximations for the case of rare exploration

In finite populations with small exploration rates, the population spends almost all of its

time in a homogeneous state. When one player mutates to a di↵erent strategy, then this

newly introduced strategy either dies out or goes to fixation before the next mutation

occurs5. We can therefore assemble a transition matrix between homogeneous states of

the system. The transition probability from state [i, j] to state [k, l] is the product of the
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probability µ/15 of a mutant type [k, l] arising and the probability ⇢ij,kl that this mutant

reaches fixation6. The fixation probability can be calculated for any birth death process

and for any intensity of selection7; in the case of updating rule (9) it is given by3

⇢ij,kl =
1

1 +
Pn�1

m=1

Qm
nkl=1 exp

�
� s(⇡kl � ⇡ij)

� (10)

The 16⇥ 16 transition matrix that describes the probabilities to move from one homoge-

neous population to another is thus defined as

0

BBBBBBBBBB@

1�
P

k,l
µ ⇢CR,kl

15
µ ⇢CR,CN

15
µ ⇢CR,CA

15 . . .
µ ⇢CR,DS

15

µ ⇢CN,CR

15 1�
P

k,l
µ ⇢CN,kl

15
µ ⇢CN,CA

15 . . .
µ ⇢CN,DS

15

µ ⇢CA,CR

15
µ ⇢CA,CN

15 1�
P

k,l
µ ⇢CA,kl

15 . . .
µ ⇢CA,DS

15
...

...
...

. . .
...

µ ⇢DS,CR

15
µ ⇢DS,CN

15
µ ⇢DS,CA

15 . . . 1�
P

k,l
µ ⇢DS,kl

15

1

CCCCCCCCCCA

(11)

From this transition matrix, the steady state distribution x = (xCR, . . . , xDS) of the

stochastic process can be calculated by solving the corresponding eigenvector problem.

Note that the exploration rate µ drops out in this calculation. Thus, we consider in the

following the transition matrix T given that an exploration step occurred. This matrix

follows from Eq. 11 simply from dropping the exploration parameter µ, the steady state is

the solution of xT = x. The entries xij of the steady state distribution may be interpreted

as the frequency of finding the population in state [i, j] after a su�ciently long time. Since

for non-weak selection, the transition probabilities ⇢ij,kl/15 involve the payo↵s in a highly

non-linear way, we have calculated the steady state distribution x numerically (which can

be done with arbitrarily high precision).
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CR CN CA CS OCR OCN OCA OCS ODR ODN ODA ODS DR DN DA DS

CR 15n�2
15n

1
15n 0 0 1

15n 0 0 0 0 0 0 0 0 0 0 0

CN 1
15n

7n�1
15n 0 0 1

15
1
15 0 0 0 1

15
1
15

1
15 0 1

15
1
15

1
15

CA 1
15

1
15

n�1
15n

1
15n

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

CS 1
15

1
15

1
15n

n�1
15n

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

OCR
1

15n 0 0 0 15n�1
15n 0 0 0 0 0 0 0 0 0 0 0

OCN
1
15 0 0 0 1

15
8
15 0 0 1

15
1
15

1
15 0 0 1

15
1
15 0

OCA
1
15 0 0 0 1

15
1
15

4
15 0 1

15
1
15

1
15

1
15

1
15

1
15

1
15

1
15

OCS
1
15

1
15 0 0 1

15
1
15

1
15

2
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

ODR 1
15

1
15 0 0 1

15 0 0 0 10
15

1
15

1
15 0 0 0 0 0

ODN 0 0 0 0 0 0 0 0 0 5n�1
5n

1
15n 0 0 1

15n
1

15n 0

ODA 0 0 0 0 0 0 0 0 0 1
15n

5n�1
5n 0 0 1

15n
1

15n 0

ODS 0 0 0 0 1
15

1
15 0 0 1

15
1
15

1
15

7n�1
15n

1
15

1
15

1
15

1
15n

DR 1
15

1
15 0 0 1

15
1
15 0 0 1

15
1
15

1
15 0 6n�1

15n
1
15

1
15

1
15n

DN 0 0 0 0 0 0 0 0 0 1
15n

1
15n 0 0 5n�1

5n
1

15n 0

DA 0 0 0 0 0 0 0 0 0 1
15n

1
15n 0 0 1

15n
5n�1
5n 0

DS 0 0 0 0 0 1
15 0 0 1

30
1
15

1
15

1
15n

1
15n

1
15

1
15

19n�4
30n

Table 1: Transition matrix T = (⌧ij) for strong selection in the case that the information level � is
close to, but below the critical threshold given by Eq. (1). The entries ⌧ij give the probability that
a mutant with strategy j occurs and reaches fixation in a homogeneous population with strategy
i. Note that once the population is in one of the four states [OD, N ], [OD, A], [D,N ] or [D,A],
there is no other strategy that could take over.

2.2 Exact results for the limit of strong selection

While the previous section allows a numerical calculation of the fixation probabilities for

any strength of selection, the fixation probabilities take a particularly simple form when

selection is strong, that is when s ! 1. In this case, the fixation probabilities ⇢ij,kl are

given by 0, 1/n, or 1, depending on whether mutants have a lower, equal, or higher payo↵

than the residents, respectively.

Table 1 gives the transition matrix for the case of a low information level and moderate

punishment fines �, that is, � does not fulfill condition (1) from the main text and (b +

�)/(n� 1) + c < � < �(n� 1). As can be seen, the four non-cooperative states [OD, N ],

[OD, A], [D,N ] or [D,A] (marked in blue) form an evolutionary trap, in the sense that

once one of these four states is reached, there is no other strategy that is able to take over.
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CR CN CA CS OCR OCN OCA OCS ODR ODN ODA ODS DR DN DA DS

CR 15n�2
15n

1
15n 0 0 1

15n 0 0 0 0 0 0 0 0 0 0 0

CN 1
15n

7n�1
15n 0 0 1

15
1
15 0 0 0 1

15
1
15

1
15 0 1

15
1
15

1
15

CA 1
15

1
15

n�1
15n

1
15n

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

CS 1
15

1
15

1
15n

n�1
15n

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

OCR
1

15n 0 0 0 15n�1
15n 0 0 0 0 0 0 0 0 0 0 0

OCN
1
15 0 0 0 1

15
8
15 0 0 1

15
1
15

1
15 0 0 1

15
1
15 0

OCA
1
15 0 0 0 1

15
1
15

4
15 0 1

15
1
15

1
15

1
15

1
15

1
15

1
15

1
15

OCS
1
15

1
15 0 0 1

15
1
15

1
15

2
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

1
15

ODR 1
15

1
15 0 0 1

15 0 0 0 12
15 0 0 0 0 0 0 0

ODN 0 0 0 0 0 0 0 0 1
15

14n�3
15n

1
15n 0 0 1

15n
1

15n 0

ODA 0 0 0 0 0 0 0 0 1
15

1
15n

14n�3
15n 0 0 1

15n
1

15n 0

ODS 0 0 0 0 1
15

1
15 0 0 1

15
1
15

1
15

7n�1
15n

1
15

1
15

1
15

1
15n

DR 1
15

1
15 0 0 1

15
1
15 0 0 1

15
1
15

1
15 0 6n�1

15n
1
15

1
15

1
15n

DN 0 0 0 0 0 0 0 0 0 1
15n

1
15n 0 0 5n�1

5n
1

15n 0

DA 0 0 0 0 0 0 0 0 0 1
15n

1
15n 0 0 1

15n
5n�1
5n 0

DS 0 0 0 0 0 1
15 0 0 1

30
1
15

1
15

1
15n

1
15n

1
15

1
15

19n�4
30n

Table 2: Transition matrix T for strong selection in the case that the information level � is
close to, but above the critical threshold �̂ given by Eq. (1). The four states [OD, N ], [OD, A],
[D,N ] or [D,A] are no longer absorbing; instead, responsible sanctioners can invade via the two
opportunistic states [OD, N ] and [OD, A]. These transitions are marked in red.

Indeed, by the previous section, any di↵erent mutant strategy obtains a payo↵ that is

lower than resident’s payo↵, and thus, by the assumption of strong selection, this mutant

strategy goes extinct. As a consequence, in the steady state of the evolutionary process,

only these four non-cooperative strategies are played with positive probability. In fact,

the invariant distribution x fulfills xODN = xODA = xDN = xDA = 1/4, whereas xij = 0

for all other strategies [i, j].

The steady state of the evolutionary process changes drastically when the information

level exceeds the critical threshold given by Eq. 1 in the main text. In this case, as shown in

Table 2, reputation opens an exit path that leads out of the non-cooperative trap formed

by the four strategies [OD, N ], [OD, A], [D,N ] and [D,A]. As the population reaches

one of the opportunistic states, [OD, N ] or [OD, A], responsible sanctioners [OD, R] can

easily invade (marked in red) and take over. Once the population has moved to the state
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[OD, R], however, more cooperative strategies such as [C,R] and [OC , R] become beneficial.

Especially the opportunistic state [OC , R] is relatively stable, as only its unconditional

counterpart [C,R] can invade through neutral drift. These findings are also reflected in

the steady state of the process: For example, for a population size n = 80, the steady

state x for the transition matrix in Table 2 fulfills xCR ⇡ 0.35 and xOCR ⇡ 0.55, whereas

the population is in a non-cooperative state in only one of ten cases.

Therefore, once the information level exceeds the critical threshold, the population

moves from a fully non-cooperative regime to a highly cooperative state, which is stabilized

by responsible sanctions. While these result were derived in the limit of strong selection

and small exploration rates, simulations (Figs. 1–3) illustrate that also for finite selection

pressure and higher exploration rates, the threshold Eq. 1 is a reasonable approximation

for the critical information level that needs to be met for cooperation to evolve.

3 Robustness

3.1 Robustness of the results with respect to parameter changes

The impact of the game parameters b, c, �,�, as well as the impact of population size n can

be investigated by analyzing the parameters’ influence on the critical information threshold

((n� 1)� � �) / ((n� 1)(� + b) + c� �) . For example, a simple calculation verifies that

this threshold is strictly increasing in population size n. Thus, cooperation requires higher

information levels in large populations. However, even in infinitely large populations,

the critical information level never exceeds �/(b + �). As a consequence, cooperation is

particularly likely to evolve if the benefit of cooperation b is su�ciently high compared to

the costs of sanctions �. Intuitively, the higher the benefit b, the more it pays o↵ to invest

an amount � in order to gain a strict reputation that helps to ensure future cooperation.

Punishment fines � have, especially in large populations, a negligible impact on the crit-
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ical information threshold. However, if punishment fines are too low, � < (b+�)/(n�1)+c,

then sanctions do not act as a deterrent and unconditional defection dominates all other

donor’s strategies. On the other hand, if fines are too high and � > �(n� 1), then spite,

instead of responsible sanctions, evolves. Therefore, spite requires small population sizes

n and cheap punishment � in order to emerge. Furthermore, a straightforward calculation

shows that a spiteful mutant can only invade a homogeneous [OC , R]-population if

� <
� � (n� 1)�

(n� 1)b+ c+ � � (n� 1)�
.

Thus, in opportunistic populations, spite additionally requires a high degree of anonymity.

In order to investigate how the strength of selection a↵ects the resulting dynamics,

Figure S1 shows the steady state distribution as a function of the selection parameter s.

We can roughly distinguish between two di↵erent scenarios:

1. Strong selection. If selection is su�ciently strong (s � 0.1), we find that re-

cipients mostly rely on responsible sanctions. Donors, on the other hand, mostly

cooperate, with a notable trend towards opportunistic cooperation (which is espe-

cially pronounced under frequent exploration).

2. Weak selection. If selection is weak (s ⌧ 0.1) and game payo↵s play a subor-

dinate role on the strategies that are played, cooperation clearly falls behind. This

happens due to a representation e↵ect: In the case of weak selection, all strategies

are played with almost equal shares. However, only one out of four of the recipients’

strategies supports cooperation (namely R), whereas the other three actions N , A

and S implicitly promote defection. Thus the choice of the strategy space, together

with the assumption of weak selection, leads to a bias towards less cooperation.

11



10
−3

10
−2

10
−1

10
0

10
1

0.0

0.2

0.4

0.6

0.8

1.0

F
re

q
u

e
n
cy

 D
o
n
o

rs

Strength of selection s
10

−3
10

−2
10

−1
10

0
10

1

0.0

0.2

0.4

0.6

0.8

1.0

F
re

q
u
e
n
cy

 R
e
ci

p
ie

n
ts

Strength of selection s

Cooperators, C Opport. Coop., O
C

Opport. Def., O
D

Defectors, D

Responsible S., R Non−Punishers, N

Anti−Social P., A Spiteful P., S

Figure S1: Impact of selection strength on the co-evolution of cooperation and responsible sanc-
tions. The graph shows the steady-state frequencies for the strategies of donors (left graph) and
recipients (right graph), respectively. Solid lines indicate exact results for the limiting case of
rare exploration, whereas dots represent simulation results for exploration rates µ = 0.0001 and
µ = 0.1. There are two major regimes: Cooperative strategies are clearly predominant under
strong selection, whereas for weak selection, there is a slight bias towards defection. As in the
previous figures, parameter values are n = 80, b = 4, � = 3, c = � = 1 and � = 30%. Simulations
were run over a period of 1010 time steps starting from a single random initial condition (i.e., each
individual was allowed to implement more than 108 strategy changes.)

3.2 The e↵ect of counter-punishment

Several studies suggest that subjects may use punishment for retaliation, i.e. as a re-

sponse to being punished previously8,9. Obviously, such retaliatory punishment threatens

the co-evolution of responsible sanctions and cooperation, because it increases the costs of

punishment and thus may prevent social sanctioners from punishing defectors. To investi-

gate the e↵ect of counter-punishment, we have thus considered a scenario where the costs

of punishment are as high as the costs of being punished, that is, we have considered a

scenario where � = �. This can be interpreted as a situation in which counter-punishment

is a sure event.

Surprisingly, we find that while counter-punishment prevents the evolution of spite,

it still allows for the evolution of responsible sanctions. Indeed, as Figure S2 shows,

12



0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

F
re

q
u

e
n
cy

 D
o
n
o

rs

Information level λ
0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

F
re

q
u
e
n
cy

 R
e
ci

p
ie

n
ts

Information level λ

Cooperators, C Opport. Coop., O
C

Opport. Def., O
D

Defectors, D

Responsible S., R Non−Punishers, N

Anti−Social P., A Spiteful P., S

Figure S2: Counter-punishment and the evolution of responsible sanctions. The graph cor-
responds to Figure 1 for the case that punishment is equally costly for the punisher and for the
target of punishment. The possibility of counter-punishment has increased the critical information-
threshold from roughly 20% (as in Figure 1) to 40%. However, above this threshold, we still
find that cooperation and responsible sanctions co-evolve. Parameter values are n = 80, b = 4,
� = � = 3, c = 1 and s = 0.5.

counter-punishment leads to an increase of the critical information threshold. However,

above this threshold, subjects still learn to behave opportunistically, and to use sanctions

against non-cooperators. In contrast, spite does not evolve for any parameter values, as

the necessary condition for spite, � > (n � 1)�, is no longer feasible. Intuitively, spiteful

punishment can only prevail if it leads to a relative payo↵ advantage for the punisher.

However, if counter-punishment is a sure event, then sanctions are equally costly for both

parties and thus spite cannot gain a foothold in the population.

3.3 Extension of the strategy space

So far we have only considered a restricted strategy space; donors could either optimally

adapt to the co-player’s reputation (OC and OD), or they could not react on the co-player’s

reputation at all (C and D). This approach entails the risk of leaving out other relevant

strategies10. It is thus the aim of this section to show that our results can be transferred
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Figure S3: Impact of reputation in case of the full strategy set. The graph shows the exact value
of the invariant distribution in the limit of rare exploration. As before, responsible sanctioners
take over if � exceeds the critical information threshold, in which case donors learn to cooperate
by default. Parameters were set to the corresponding values in Figure 1: b = 4, � = 3, c = � = 1,
population size n = 80, strength of selection s = 0.5.

to the case where donors can adopt any possible strategy they want.

In order to model the full strategy space, we encode the strategy of a player as a

6-tuple (i0, iR, iN , iA, iS ; j). Here, the first five variables refer to the player’s strategy in

the role of the donor: i0 2 {C,D} gives the player’s action if the co-player’s reputation

is unknown. The other four variables iR, iN , iA, iS correspond to the player’s action if the

co-player is known as a responsible sanctioner, a non-punisher, an antisocial punisher, or

a spiteful punisher, respectively. The last variable j 2 {R,N,A, S} encodes the player’s

strategy in the role of the recipient. Therefore, there are 25 · 4 = 128 di↵erent strategies,

including the previous 16 strategies (for example, OCR is [CCDDD;R]).

By calculating the invariant distribution in the limit of rare exploration, we confirm

that the qualitative features of the dynamics are unchanged (Fig. S3): As � exceeds

the critical threshold, recipients use responsible sanctions to deter co-players from defec-

tion. This means of deterrence, in turn, proves successful: Above the critical information

threshold, almost all players cooperate if the other’s reputation is unknown, or if the

co-player is known to be a responsible punisher. The propensity to cooperate against
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other recipients is considerably lower, but due to neutral drift still relatively high (be-

tween 40-50 %). On the level of individual strategies, DN (i.e. [D,D,D,D,D;N ]) and

ODN (i.e. [D,C,D,D,D;N ]) are the most abundant strategies for � < 20%. Note,

however, that the corresponding strategies that cooperate against spiteful punishers (i.e.

[D,D,D,D,C;N ] and [D,C,D,D,C;N ]) are equally abundant, because the evolution-

ary process does not give rise to spiteful individuals. For � > 25%, the strategy OCR is

most abundant, together with the corresponding strategy that cooperates against spiteful

subjects, [C,C,D,D,C;R].

3.4 Errors in perception

In the previous analysis we have relied on the assumption that a player’s knowledge about

the co-player’s reputation is always correct, while everyday experience suggests that in-

formation gained from gossip or other sources may be error-prone. Such errors in the

perception of the co-player’s reputation have two e↵ects: First, opportunistic donors bear

the risk of choosing a wrong best reply to the co-player’s strategy; and second, perception

errors diminish the incentive for recipients to use responsible sanctions as a signal to by-

standers. Both e↵ects endanger the co-evolution of cooperation and responsible sanctions,

thereby calling the robustness of our results into question.

Let us therefore assume that a player’s commonly known reputation is wrong with

probability ". That is, with probability ", a recipient with punishment strategy i 2

{R,N,A, S} is perceived as a player with strategy j 6= i (where all j 6= i have equal

probability to be the recipient’s wrong reputation). In a given game there are therefore

three possible scenarios:

1. With probability 1 � � the donor does not know the recipient’s strategy, in which

case donors use their default strategy.

2. With probability �(1� "), the donor knows the recipient’s true strategy and oppor-
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Figure S4: Impact of perception errors on the co-evolution of responsible sanctions and coop-
eration. As long as perception errors are su�ciently rare (" < 10%), responsible punishment
is predominant among the recipients, thereby allowing the evolution of cooperation among the
donors. Only if perception errors increase further, defectors take over. Parameter values are b = 4,
� = 3, c = � = 1, population size n = 80, strength of selection s = 0.5, and � = 30%.

tunistic donors adapt their action accordingly.

3. With the remaining probability �" a recipient’s publicly known reputation is wrong,

which may lead opportunists to use an inappropriate strategy.

Figure S4 illustrates the consequences of perception errors on the stability of cooper-

ation and responsible sanctions. As one may expect, frequent perception errors make a

player’s reputation an incredible signal; therefore unconditional defection, combined with

no punishment (or anti-social punishment), evolves for extremely high values of ". But

reputation allows the evolution of responsible sanctions not only without errors, but also

for moderate error rates such as ✏ = 10%. In this case, however, a majority of donors

cooperates unconditionally, rather than as an opportunistic response to the recipient’s

reputation. As the error rate decreases, opportunistic cooperators take over. Note that

for Figure S4, the information level � was set relatively low (� = 30%), and that higher

information levels have a positive influence on achieved cooperation.
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3.5 Games in groups

While our previous analysis has assumed pairwise games, many real world social dilem-

mas, such as the management of common resources11, take place in groups of more than

two individuals. It is therefore the aim of this section to extend our results to the more

general case of games between m > 2 players. To this end, we study the co-evolution of

cooperation and punishment in public good games (PGG), the most commonly applied

metaphor for social dilemmas among groups of individuals.

Let us therefore consider the following standard scheme for PGG: A group ofm individuals

must decide whether to make a contribution c to a public pool, knowing that this public

pool leads to a return rc per contribution, which is divided equally among all subjects of

the group. As we assume that 1 < r < m, the social optimum is attained if all subjects

contribute, while the individual optimum is to withhold all contributions. After observing

the others’ contributions, individuals are allowed to punish others based on the co-players’

contribution behaviour. Punishment leads to a cost � for the punished, and to a cost �

for the punisher. We assume that the relation � > c holds, which ensures that it becomes

beneficial to cooperate if threatened by punishment.

As before, the players can choose among four possible strategies in the punishment stage:

They can punish all defectors (R), all cooperators (A), everyone (S) or no one (N). For the

contribution stage, we assume that with probability �, individuals can correctly anticipate

the punishment behaviour of all their co-players. Cooperators (C) always contribute to

the public pool, whereas defectors (D) never contribute. Opportunistic cooperators (OC)

contribute, unless they know that it is beneficial to defect (which is the case if they know

that the number of social sanctioners R in the group is below or equal to the number of

antisocial punishers A). Similarly, opportunistic defectors (OD) usually withhold contri-

butions, unless they know that the number of social sanctioners R in the group exceeds

the number of antisocial punishers A.
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Figure S5: Evolutionary dynamics of cooperation and punishment in public good games. (a)
If the probability to know all other group members’ reputation is below the critical information
threshold (12), then neither responsible sanctions nor cooperation can evolve. (b) However, above
this threshold, individuals make use of responsible sanctions, which in turn promotes cooperation.
Both figures show the first 1,000,000 iterations of a typical simulation run for (a) � = 0.3 and (b)
� = 0.6. The other parameters were set to: Population size n = 80, group size m = 5, contribution
costs c = 1, punishment fine � = 3/2, punishment costs � = 1/2, multiplication factor r = 3,
strength of selection s = 0.5 and exploration rate µ = 0.01. Note that for these parameter values,
the critical information threshold (12) becomes � > 5/11 ⇡ 0.45.

The evolutionary dynamics of the system is modeled as in the previous case of two-player

interactions: We consider a population of n players. Individuals are then randomly as-

signed to groups of m players who interact in the previously described PGG. Given the

state of the current population, this allows us to compute the expected payo↵ ⇡ij for each

of the 16 possible strategies, with i 2 {C,OC , OD, D} and j 2 {R,N,A, S}. After these

interactions, one randomly chosen player is given the opportunity to update the strategy

by comparing the own payo↵ with a random co-player’s payo↵. The updating probability

to switch to the role model’s strategy is again specified by the Fermi rule (9). For the

simulations, we estimated the expected payo↵ ⇡ij of a strategy [i, j] by considering 100

randomly chosen groups containing an [i, j]-player.

Analogously to condition (1) in the main text, we can calculate a critical information

threshold for � that needs to be met for responsible sanctions to originate in a popu-
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Figure S6: The impact of the information level on the co-evolution of cooperation and responsible
punishment in public good games. The graph shows time-averaged frequencies for the strategies in
the contribution stage (left graph) and in the punishment stage (right graph), respectively. Open
symbols represent simulation results for intermediate exploration rates (µ = 0.01), the colored
dashed lines serve as a guide to the eye. The black dashed line represents the critical information
level given by Eq. (12). Above this information level, a substantial part of the individuals makes
use of responsible sanctions to deter opportunists from defection. Parameter values were chosen
as in Figure S5. Simulations were run over a period of 107 time steps.

lation of non-punishing opportunists [OD, N ]. The critical information threshold takes

a particularly simple form for large population sizes n: In this case, the payo↵ of the

resident [OD, N ] population is zero, whereas a single [OD, R]-invader yields on average

⇡ij = �(1 � �)(m � 1) · � + �(m � 1) · rc/m. Thus, the condition for the emergence of

responsible sanctions is given by

� >
m�

rc+m�
. (12)

The predictive value of this information threshold is confirmed by simulations (see

Figures S5 and S6): If individuals have no su�cient opportunity to build up a strict rep-

utation, then the population is dominated by non-cooperating strategies. However, as �

exceeds the critical threshold, responsible punishment is clearly the most abundant strat-

egy in the punishment stage, which in turn allows cooperative strategies to evolve in the
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contribution stage. Interestingly, threshold (12) is formally similar to the corresponding

threshold in the case of two-player interactions � > �/(b+ �). However, it is noteworthy

that for PGG, the critical information threshold (12) increases with group size m, while it

is realistic to assume that the probability to know the co-players’ punishment reputation

� is a decreasing function of group size m. Thus, there is a critical group size m⇤ such that

groups of smaller size are able to establish a cooperative regime, whereas bigger groups

fail to maintain cooperation. This observation suggests that peer punishment is a very

e↵ective mechanism in relatively small groups, while it may fail in larger collective actions.

This might explain why large societies rather rely on centralized punishment institutions

than on self-governance12.
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