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Humans routinely use conditionally cooperative strategies when
interacting in repeated social dilemmas. They are more likely to
cooperate if others cooperated before, and are ready to retali-
ate if others defected. To capture the emergence of reciprocity,
most previous models consider subjects who can only choose
from a restricted set of representative strategies, or who react
to the outcome of the very last round only. As players memo-
rize more rounds, the dimension of the strategy space increases
exponentially. This increasing computational complexity renders
simulations for individuals with higher cognitive abilities infeasi-
ble, especially if multiplayer interactions are taken into account.
Here, we take an axiomatic approach instead. We propose several
properties that a robust cooperative strategy for a repeated mul-
tiplayer dilemma should have. These properties naturally lead to
a unique class of cooperative strategies, which contains the clas-
sical Win–Stay Lose–Shift rule as a special case. A comprehensive
numerical analysis for the prisoner’s dilemma and for the public
goods game suggests that strategies of this class readily evolve
across various memory-n spaces. Our results reveal that success-
ful strategies depend not only on how cooperative others were in
the past but also on the respective context of cooperation.
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In repeated social dilemmas, humans often show conditionally
cooperative behaviors (1–3). When there is a temptation to

defect at the expense of other group members, subjects consider
whether they or others defected before, and react accordingly.
However, modeling conditional cooperation is not straightfor-
ward, as it is difficult to capture how humans actually make their
decisions. Economic models often consider rational subjects who
remember all past interactions, and who follow a predefined
equilibrium plan (4). Evolutionary models, on the other hand,
often take the opposite approach. With a few notable exceptions
(5–8), evolutionary models focus on naive subjects who can only
choose from a restricted set of strategies (9–13), or who do not
remember anything beyond the outcome of the very last round
(14–21).

Both approaches represent idealizations, which serve the pur-
pose of making the models computationally tractable. Already
for the simplest example, the repeated prisoner’s dilemma, cal-
culations are greatly simplified if one assumes that the play-
ers’ strategies depend on the last round only. These so-called
memory-1 strategies represent a four-dimensional space, which
can be explored systematically (e.g., refs. 16 and 22). Previous
studies identified a number of successful memory-1 strategies,
including Tit-for-Tat (TFT ) (9), Win–Stay Lose–Shift (WSLS )
(15, 23) or the class of generous zero-determinant (ZD) strate-
gies (24–28). However, once we allow subjects to remember
more than one round, the number of possible strategies increases
dramatically. There are 65,536 pure memory-2 strategies and
1.84 · 1019 pure memory-3 strategies, such that evolutionary sim-
ulations soon become incapable of exploring the full strategy
space. Obviously, this problem is even further aggravated when
we allow for social dilemmas with more than two players.

To identify successful memory-n strategies for multiplayer
dilemmas, we thus take an alternative approach. Based on past
research on the prisoner’s dilemma (9, 15, 23, 29), we suggest

three simple principles that stable cooperative strategies should
obey. These three principles require that a strategy is (i) mutually
cooperative, (ii) able to correct errors, and (iii) sufficiently retal-
iating against defectors. We show that all strategies that satisfy
these requirements belong to a unique class of all-or-none strate-
gies, which includes the well-known WSLS strategy as a spe-
cial case. All-or-none strategies cooperate against themselves,
and they are stable provided the players’ memory is sufficiently
long. Conversely, we show numerically that, if a pure memory-2
strategy for the prisoner’s dilemma with errors is cooperative
and stable, then it necessarily exhibits all-or-none behavior. Evo-
lutionary simulations further support these findings for various
strategy spaces for the prisoner’s dilemma and for the public
goods game.

Results
Repeated Dilemmas with Memory-n Strategies. We consider a
repeated game in a group of m players. In each round, players
can either cooperate (C ) or defect (D). If there are j coopera-
tors among the other group members, the payoff of a cooperator
is Aj and the payoff of a defector is Bj . Herein, we focus on
social dilemmas, such that payoffs are assumed to satisfy the fol-
lowing three properties (30, 31): (i) Players prefer their coplayers
to cooperate, Aj+1 �Aj and Bj+1 �Bj for all j . (ii) A defector’s
payoff always exceeds the payoff of a cooperator, Bj >Aj�1 for
all j . (iii) For the whole group, mutual cooperation is beneficial,
Am�1 >B0. Most of the well-known examples in the literature
satisfy these criteria. For example, in a prisoner’s dilemma, m =2
and payoffs are A1 =R (the reward for mutual cooperation),
A0 =S (the sucker’s payoff), B1 =T (the temptation to defect),
and B0 =P (the punishment for mutual defection), such that
T >R>P >S . Herein, we will often use a specific parametriza-
tion of the prisoner’s dilemma, where cooperation means paying
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a cost c> 0 for the coplayer to derive a benefit b> c. As a result,
the payoffs become R= b� c, S =�c, T = b, and P =0. In SI

Appendix, we show that our results are robust with respect to
other payoff specifications (SI Appendix, Fig. S7). Further exam-
ples of social dilemmas include the snowdrift game (32), the stag
hunt game (33), and the public goods game (13, 34).

For a given group member i , we refer to the player’s past
n actions as the player’s n-history, and we write h i

n =
(a i

�1, . . . , a
i
�n). The elements a i

�t 2 {C ,D} represent the
player’s action t rounds ago. For example, for a player who
always cooperated except for the last round, the respective
n-history is given by (D ,C , . . . ,C ). A game’s n-history is the
tuple hn =(h1

n , . . . , h
m
n ) that contains the individual histories

of all players. For m-player interactions, the set of all possible
n-histories Hn contains |Hn |=2mn different n-histories.

In repeated games, a player’s decision to cooperate in one
round may depend on the entire history of the game so far.
Herein, we assume that players base their decision on the pre-
vious n rounds. A memory-n strategy is a vector p=(ph)h 2Hn

.
The entries ph 2 [0, 1] give the player’s probability of cooperat-
ing in the next round if the current n-history is h2Hn . For n =1
and m =2, this definition of memory-n strategies recovers the
typical format of memory-1 strategies for the prisoner’s dilemma
(22), p=(pCC , pCD , pDC , pDD ). We say that a memory-n strat-
egy p=(ph) is pure if all its entries are either 0 or 1. In contrast,
the strategy is stochastic if there is at least one entry ph for which
0< ph < 1. We assume that the players’ actions in any round can
be subject to implementation errors [i.e., players have a “trem-
bling hand” (35)]. Specifically, when a player intends to coop-
erate (defect) in a given round, there is a probability "> 0 that
an error leads the player to defect (cooperate) instead. In the
main text, we entirely focus on infinitely repeated games with-
out discounting of the future. In such games, the assumption of
occasional errors allows us to ignore the players’ actions in the
first n rounds (when no complete n-history is yet available). The
payoffs of the players can be calculated independent of the initial
history of play (for details, see SI Appendix).

A B

Fig. 1. Illustration of some important properties of memory-n strategies. (A) We propose several useful properties for memory-n strategies: A strategy p is
called mutually cooperative if it cooperates after mutual cooperation for all generic histories. It is called error-correcting after at most k rounds if it takes a
homogeneous group of p-players at most k rounds before they revert to mutual cooperation. The strategy is retaliating for at least k rounds if, after any
round in which the focal player cooperated whereas a coplayer defected, the focal player defects for the following k rounds. (B) Among the memory-1
strategies for the prisoner’s dilemma, WSLS is the only strategy that satisfies the three properties (MC1), (EC1), and (RE1). Conversely, all three properties
are needed to uniquely select WSLS among all memory-1 strategies. The parameters x, y, z in the specification of memory-1 strategies can take any value
between 0 and 1.

In the limit of rare errors, a player with some given strat-
egy may never experience certain n-histories. For example, in
a prisoner’s dilemma where player 1 uses TFT, the 2-history
h=(h1; h2)= (CC ;CD) cannot arise: It would require that the
TFT-player cooperated in the last round although the coplayer
defected the round before. Motivated by this observation, we
say that an n-history h is consistent with respect to the focal
player 1’s strategy p if there are strategies qj for the remain-
ing group members such that, in a game without errors, the
history h is revisited with positive probability if it was reached
once (for formal definitions, see SI Appendix). We refer to the
set of all consistent n-histories with respect to p as �n(p)✓Hn .
The consistent n-histories of a strategy p are those histories that
a p-player will generically experience. We say two memory-n
strategies p=(ph) and q=(qh) are equivalent, and write p⇠ q,
if both strategies have the same consistent n-histories �n(p)=
�n(q), and if they prescribe the same action for all those con-
sistent n-histories, ph = qh for all h2�n(p). As the error rate
approaches zero, equivalent strategies p⇠ q become more and
more indistinguishable. No matter which strategies the remain-
ing group members use, the expected response of a p-player
will (almost) always coincide with the expected response of a
q-player.

Desirable Properties of Memory-n Strategies. Within the set of
memory-1 strategies for the prisoner’s dilemma, evolutionary
processes often lead to a particular cooperative strategy, WSLS

(15, 16). A WSLS player only cooperates if both players chose the
same action before, (pCC , pCD , pDC , pDD)= (1, 0, 0, 1). WSLS

has several qualities (22, 23). It is fully cooperative against a
player with the same strategy; it is robust with respect to occa-
sional errors; it is immune to invasion by unconditional altruists;
and, if the benefit-to-cost ratio satisfies b/c> 2, WSLS is also
stable against defectors. Herein we suggest that the same qual-
ities may also prove useful for memory-n strategies in arbitrary
m-player games. In the following, we thus formalize and gener-
alize a few of the properties of WSLS (see Fig. 1A for a visual
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description, and see SI Appendix for formal definitions). We will
start with the property of mutual cooperativeness.
(MCk). A strategy is mutually cooperative if there are histories
for which the strategy prescribes to cooperate, and if it continues
to cooperate after rounds with mutual cooperation (provided the
last k actions of the focal player were actually consistent).

The property (MCk ) follows from the general scope of our
paper: We are exactly looking for strategies that, in principle,
allow for fully cooperative interactions. We do not require such
players always to cooperate after mutual cooperation, but they
need to do so for all generic histories that are reached with pos-
itive probability as the error rate goes to zero. In addition to
WSLS, there are many other well-known memory-1 strategies
that satisfy (MCk ), including AllC, TFT, or Grim (22). However,
the latter two strategies have a well-known weakness. They do
not cope well with errors: If one player defects by chance, coop-
eration quickly breaks down. Thus, a natural additional property
is the following.
(ECk). A strategy p is error-correcting after at most k rounds if,
after any history, it generally takes a group of p players at most
k + 1 rounds to reestablish mutual cooperation.

The property (ECk ) is especially relevant when considering
simulations for stochastic strategies. In such simulations, muta-
tions rarely introduce strategies that perfectly satisfy (MCk ).
Instead, players may only apply approximations to mutually
cooperative strategies. If a cooperative strategy is to be success-
ful, it thus needs to find effective ways to cope with this noise.

When all players use the same (ECk ) strategy, it seems benefi-
cial that k is as small as possible: The smaller k , the sooner play-
ers are able to reestablish cooperation after an error. However,
a small k can also make a strategy vulnerable: AllC reverts to
cooperation immediately, and hence satisfies (EC0), but is easily
exploited by defectors. Thus we ask for the following property.
(REk). A strategy p is retaliating for at least k rounds if, after
rounds in which the focal player cooperated while at least one
coplayer defected, the strategy responds by defecting the follow-
ing k rounds.

Condition (REk ) is important for two reasons. First, by con-
struction, such strategies show some robustness against exploita-
tion by defectors. Second, and maybe less obviously, such strate-
gies are also more resistant against invasion by more forgiving
strategies (which, in turn, would be susceptible to defectors). For
example, in the prisoner’s dilemma, a WSLS population [which
is (RE1)] cannot be invaded by AllC [which is (RE0)]: If a WSLS

player defects by error, AllC forgives immediately, and the WSLS

player starts to take advantage of the cooperative opponent (22).
An AllC player can thus only improve by switching to an (RE1)
strategy as well: The player needs to become less forgiving.

We note that, for the prisoner’s dilemma, WSLS satisfies all
three properties: (MC1), (EC1), and (RE1). Conversely, WSLS

is the only memory-1 strategy with these properties (Fig. 1B). In
SI Appendix, we show that similar strategies exist for any memory
length n and for any group size m . Specifically, for k  n , let us
consider the memory-n strategy p=(ph) with

p(h1
n ,...,hm

n ) =

⇢
1 if h i

k = h j
k for all players i , j

0 if h i
k 6= h j

k for some players i , j
. [1]

A player with this strategy only cooperates if all players used
exactly the same actions in the past, that is, if, in each of the
last k rounds, either everyone cooperated or no one did. We
refer to this behavior as an all-or-none strategy, or as AONk . All-
or-none behaviors were observed in multiple scenarios: (i) The
WSLS strategy for the prisoner’s dilemma corresponds to AON1.
(ii) Strategies resembling AON2 were observed by Hauert and
Schuster (6) and by Lindgren (5) when simulating the prisoner’s
dilemma with memory-2 players. (iii) Pinheiro et al. (34) were

first to use the name “all-or-none strategy,” to describe the strat-
egy AON1 that emerged in their simulations on public good
games among memory-1 players. Our results generalize these
previous findings and make them applicable to general multi-
player dilemmas and to players with arbitrary memory.

AONk strategies satisfy all three properties defined above;
conversely, we prove, in SI Appendix, that any strategy satisfying
the above properties needs to be equivalent to AONk . Moreover,
we show that AONk is a subgame perfect equilibrium if

k � Bm�1 � Am�1

Am�1 � B0
. [2]

When condition 2 holds, no mutant strategy can gain a higher
payoff, even if mutants were allowed to use stochastic strategies or
if they had access to higher memory. For the prisoner’s dilemma,
this condition simplifies to b/c� (n + 1)/n , which becomes
increasingly simple to satisfy as players remember more rounds.

Although subgame perfection guarantees that no single mu-
tant can have a higher payoff, it does not imply that AONk

strategies are evolutionary stable in the sense of Maynard Smith
(36). Evolutionary stability requires that any rare mutant strat-
egy is at a disadvantage. In contrast, AONk populations can
be neutrally invaded by strategies that always choose the same
action as AONk , but for a finite number of rounds (in infinitely
repeated games without discounting, these finitely many devi-
ations have no negative payoff consequences for the mutant).
Previous research found that evolutionary stability is generally
difficult to achieve; in repeated games without errors, no strat-
egy is evolutionary stable (37, 38). Moreover, the neutral inva-
sion by one mutant strategy can catalyze the subsequent inva-
sion of other mutant strategies (7, 39). There are two ways that
this generic instability can be addressed. On the one hand, it has
been shown that evolutionary stability is possible in games with
errors when mutants are restricted to strategies of finite com-
plexity (40), or when future payoffs are discounted (41). We thus
show, in SI Appendix, that AONk strategies become evolutionary
stable in repeated games with discounting (provided that k is suf-
ficiently large and that future payoffs are sufficiently important).
On the other hand, one may consider alternative notions of sta-
bility. Stewart and Plotkin (27, 42) call a strategy evolutionary
robust if a single mutant in a population of size N has a fixation
probability of at most 1/N (the fixation probability of a neutral
mutant). In SI Appendix, we provide simulation results suggest-
ing that AONk can be evolutionary robust even if AllD is not (SI

Appendix, Figs. S2 and S5).
Finally, it is also worth noting that cooperative strategies do

not necessarily need to have the form of AONk to be sta-
ble. For example, the condition (REk ) is rather restrictive. It
does not require only that unilateral defection is punished for
k rounds but also requires that this punishment begin immedi-
ately after the defection occurs. Instead, one may imagine strate-
gies that punish the coplayer with some delay. Players may sim-
ply ignore the last round and only react to whatever happened
in the second-to-last round. However, in the following section,
we provide numerical results suggesting that AONk strategies
and delayed or equivalent versions thereof in fact represent all
pure memory-2 strategies that can maintain cooperation in the
repeated prisoner’s dilemma.

Stability of Pure Memory-2 Strategies with Errors. As an appli-
cation of our previous results, let us consider memory-2 strate-
gies for the repeated prisoner’s dilemma. Depending on the
player’s own two moves in the previous two rounds, and depend-
ing on the two moves of the coplayer, there are 24 =16 pos-
sible 2-histories h. A player with a memory-2 strategy needs
to determine whether to cooperate or defect for each possible
2-history, and thus there are 216 =65, 536 pure memory-2 strate-
gies. However, there are only two all-or-none strategies: AON2

Hilbe et al. PNAS Early Edition | 3 of 6



punishes unilateral defection for two rounds, and reverts to coop-
eration thereafter. AON1 punishes defectors only once (and
hence coincides with the memory-1 strategy WSLS). In addition,
one may also consider a delayed version of AON1, which waits
for one round until it punishes unilateral defection. AON2 is pre-
dicted to be stable for b/c� 1.5, whereas the other two strategies
require b/c� 2.

We performed an exhaustive numerical analysis to identify all
strict Nash equilibria if players are restricted to pure memory-2
strategies. To this end, we considered a small error rate of
"=0.01, and we computed, for each of these strategies, whether
any other pure strategy can yield at least the same payoff (see SI

Appendix for a detailed description of the method). This analysis
shows that, for typical benefit-to-cost ratios (with 1< b/c< 10),
there are 11 Nash equilibria that yield the mutual cooperation
payoff against themselves; four of those are equivalent to AON2,
four others are equivalent to AON1, and the remaining three are
delayed versions of AON1 (Table 1). In particular, all 11 strate-
gies are mutually cooperative, revert to mutual cooperation after
at most two rounds, and punish defectors for at least one round
(possibly with one round delay).

This numerical approach is not restricted to cooperative
strategies; we also used this method to record all other stable
memory-2 strategies for the repeated prisoner’s dilemma. We
find that, besides the class of cooperative strategies, one can dis-
tinguish three additional classes of stable behaviors. First, there
are Nash equilibria that lead to mutual defection, containing 15
elements, including AllD and Grim (SI Appendix, Table S2). Sec-
ond, we also identified a class of stable self-alternating strate-
gies, containing eight strategies in total (SI Appendix, Table S3).
When applied by both players, these self-alternating strategies
lead to a deterministic switch between rounds of mutual coop-
eration and rounds of mutual defection. Finally, the last class
of Nash equilibria consists of strategies that have two absorb-
ing states, for example, mutual cooperation and mutual defec-
tion (SI Appendix, Table S4). When two such players interact,
they defect for a large number of rounds; however, after a spe-
cific sequence of erroneous moves, players begin to cooperate
until cooperation again breaks down due to errors. Thus, the set
of memory-2 strategies allows for multiple equilibria that differ
in their prospects for cooperation. Which of these equilibria is
most relevant may thus depend on how likely they are to emerge
in natural evolutionary processes.

Evolutionary Dynamics Among Memory-n Players. Based on the
previous equilibrium analysis, we may predict the following:
(i) For intermediate b/c ratios, cooperation should more readily
evolve among memory-2 strategies than among memory-1 strate-
gies. (ii) If cooperation evolves, it is due to strategies with an all-

Table 1. Stable and cooperative memory-2 strategies for the prisoner’s dilemma

Strategy
description

Previous two rounds: player 1, player 2 Cooperation
rate against

itself

Minimum
b/c ratioCC, CC CC, CD CD, CC CD, CD CC, DC CC, DD CD, DC CD, DD DC, CC DC, CD DD, CC DD, CD DC, DC DC, DD DD, DC DD, DD

Strategies 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0.952 1.526
equivalent to 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0.951 1.526
AON2 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0.951 1.526

1 1 1 1 0 0 0 0 0 0 0 0 1 0 0 1 0.952 1.526

Strategies 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 0.971 2.041
equivalent to 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0.971 2.041
AON1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 0.970 2.041

1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 1 0.971 2.041

Delayed 1 0 0 1 0 0 0 1 0 0 0 1 1 0 0 1 0.952 2.083
versions of 1 0 0 1 1 0 0 0 1 0 0 0 1 0 0 1 0.970 2.021
AON1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0.971 2.041

All strategies prescribe to cooperate if (i) both players cooperated in both rounds, (ii) both players defected in both rounds, and (iii) both players cooperated in the last round, but defected in the second-to-last
round. Moreover, all strategies defect if the actions of the two players were different from each other in both previous rounds. The last column gives the threshold that the b/c ratio needs to exceed for the respective
strategy to be a strict Nash equilibrium among the finite set of pure memory-2 strategies. The table suggests the existence of a tradeoff: Strategies equivalent to AON2 require a lower b/c ratio to be stable, but they
also have a slightly lower cooperation rate against themselves.

or-none character (i.e., strategies that are particularly likely to
cooperate if players chose the same actions during the previous
rounds). In the following, we test these predictions by simulat-
ing a simple imitation process based on the dynamics of Imhof
and Nowak (17) for stochastic memory-1 and memory-2 strate-
gies (the setup of these simulations is outlined in Materials and

Methods).
Our simulation results support both predictions. When players

are allowed to use memory-2 strategies, the evolving cooperation
rates sharply increase once b/c> 1.5 [i.e., when AON2 becomes
stable (Fig. 2A); as the evolving cooperation rate is a continu-
ous function of the b/c ratio, we do not expect full cooperation
when b/c is only slightly above 1.5]. In contrast, when players are
restricted to memory-1 strategies, cooperation increases more
gradually, and substantial cooperation rates are only achieved
when b/c> 2. To gain some insights on which strategies are par-
ticularly successful, we recorded the most abundant strategy for
several independent simulation runs (that is, for each simula-
tion run, we recorded which memory-1 or memory-2 strategy was
adopted by the population for the longest time). The most abun-
dant strategies resemble the predicted AON strategies reason-
ably well (Fig. 2 B and C). When both players cooperated in all
remembered rounds, players are almost certain to cooperate in
the next round. Moreover, players are most likely to cooperate if
the players’ actions in the last rounds coincided, consistent with
all-or-none behavior.

Among memory-2 players, AON2-like strategies seem to be
preferred over strategies that resemble AON1. In particular,
although memory-2 players could make use of the classical WSLS

strategy, the most abundant strategy does not resemble WSLS

(in Fig. 2C, this would require that the first four bars are close
to 1, because a WSLS player always cooperates if both players
cooperated in the previous round). These findings suggest that
memory-2 players consider the full 2-history of play when decid-
ing whether to cooperate in the next round.

Fig 2 B and C also suggests that the evolving memory-1 strate-
gies yield somewhat better approximations to AON behavior
than the evolving memory-2 strategies. This may be partly due
to the differential selection pressure on each of the ph values.
All 1-histories h are consistent with respect to AON1, and hence
an AON1 player will frequently be challenged to give an opti-
mal response to each possible 1-history. This selection pressure
is somewhat damped for AON2 strategies, because each individ-
ual 2-history is less likely to occur over the course of a game (in
fact, some of the 2-histories will typically only occur after a rather
particular sequence of errors).

To further corroborate our theoretical predictions, we show,
in SI Appendix, that all-or-none strategies are also predominant
when we simulate the dynamics among memory-1 strategies for
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A B C

Fig. 2. Comparing the evolving cooperation rates and the most abundant strategies for memory-2 and memory-1 strategies. (A) To assess the impact of
memory on the evolution of cooperation, we ran simulations based on ref. 17 for different benefit-to-cost ratios. As expected, higher b/c values lead to
more cooperation in both strategy spaces. Memory-2 players, however, require a lower benefit-to-cost ratio to achieve substantial cooperation. (B and
C) Using a benefit b = 3, we ran 10 independent simulations and recorded the most abundant strategy for each run. Colored bars show average values,
and error bars represent the SE across the 10 simulation runs. In both cases, the most abundant strategy achieves a high cooperation rate against itself.
Players almost certainly cooperate if both players were cooperative in all remembered rounds. Moreover, players are more likely to cooperate if the players’
decisions in the past coincided. Parameters are as follows: population size N = 100, cost c = 1, strength of selection s = 1, and error rate "= 0.001; each
simulation was run for 107 mutant strategies.

the public goods game (see SI Appendix, Fig. S4, using a strictly
larger strategy set than in refs. 13 and 34). Similarly, we show
that behaviors reminiscent of all-or-none strategies evolve in the
prisoner’s dilemma when players only remember how often (but
not when) players cooperated during the previous n  3 rounds
(SI Appendix, Fig. S3). Among these simplified memory-n strate-
gies, the most abundant strategies tend to cooperate if both play-
ers were equally cooperative in the previous n rounds, and they
defect otherwise. However, higher memory no longer leads to
substantially higher cooperation rates (SI Appendix, Fig. S3A).
These results suggest memory is not only important to assess
how cooperative other group members have been but is also an
important mechanism to reach coordination among like-minded
players. Such coordination attempts are most successful if play-
ers remember both the degree of cooperation and its timing.

Discussion
Previous research often used tournaments and evolutionary con-
tests to distill properties that successful reciprocal strategies
ought to have. Herein, we take the converse approach. We
formulated three simple principles that we can expect well-
performing strategies to obey. Based on these principles, we
derived a successful class of cooperative strategies for general
multiplayer dilemmas. Each of our principles seems to be psy-
chologically intuitive. Our first principle of mutual cooperative-
ness is motivated by the observation that most subjects are most
likely to cooperate in fully cooperative groups (3, 43). The prin-
ciple of retaliation is based on findings that people are willing to
fight back when being exploited, sometimes even if this comes
at a cost to themselves (44, 45). Our last principle acknowledges
that mutual cooperation can only be sustained in noisy environ-
ments if we are able to forgive others for their occasional fail-
ures to cooperate (46). The importance of these principles was
noted before (9, 22, 23, 29, 47). However, the application of these
principles has been usually limited to specific two-player games,
assuming that players are subject to rather severe constraints on
their cognitive capabilities. Here we show that the above prin-
ciples can be used to construct strategies that can be applied in
any multiplayer dilemma, and where subjects may remember an
arbitrary number of past events.

Similar to the well-known WSLS rule in the prisoner’s
dilemma, all-or-none strategies AONk follow a Pavlovian pat-
tern. If players obtained different payoffs in the last round,
AONk players will repeat a successful action for the next k
rounds (if they received the higher payoff of a defector within
the mixed group), or they will abandon their inferior action for
the next k rounds (if they received the lower payoff of a coop-

erator). However, if all group members obtained the same pay-
off in each of the previous k rounds, AONk players cooperate.
AONk strategies are self-synchronous: Independent of the pre-
vious history, all members of a group of all-or-none players will
choose the same action in every round. Such self-synchronicity
can greatly facilitate mutual coordination toward the cooperative
equilibrium once the other players’ similarity is perceived (48).

Higher memory is not necessary if a strategy only needs to
resist invasion by defectors. As an example, let us consider the
generous ZD strategy (24–26, 28, 42) that always reciprocates
cooperation, but forgives the coplayer’s defection in the pris-
oner’s dilemma with probability 1/(k + 1). A player with such
a strategy retaliates against AllD for an expected number of k
rounds, and hence the generous ZD strategy is stable against
AllD if b/c> (k+1)/k , just like the AONk strategy. However, the
generous ZD strategy is susceptible to indirect invasions: Unlike
AONk , it can be easily subverted by unconditional cooperators,
who, in turn, promote the emergence of defectors (7, 39). In line
with this observation, the most successful strategies in our simu-
lations indeed made use of their full memory capabilities; players
did not rely on cooperative memory-1 strategies when they had
access to higher memory strategies.

Overall, our study suggests that memory-n strategies are par-
ticularly valuable when the benefit of cooperation is small or
intermediate (for b/c� 2, already, the simple memory-1 strat-
egy WSLS allows for full cooperation). In such cases, we may
well expect to observe selection for longer memory as suggested
by previous simulations (8), provided that the expected gains are
worth the higher cognitive costs (49). In principle, our results sug-
gest that cooperation is feasible in any multiplayer dilemma, pro-
vided that the interaction is sufficiently relevant for subjects to
memorize their coplayers’ past actions.

Materials and Methods
In the following paragraphs, we describe the setup of our evolutionary pro-
cess. Our evolutionary simulations are based on a simple pairwise imitation
process, based on the dynamics described in ref. 17. We consider a popula-
tion of size N. Initially, all members are unconditional defectors. In each ele-
mentary time step, one individual experiments with a new mutant strategy.
This mutant strategy q = (qh) is generated by randomly drawing 22n coop-
eration probabilities qh from the unit interval [0,1]. If the mutant strategy
yields a payoff of ⇡M(j), where j is the number of mutants in the population,
and if residents get a payoff of ⇡R(j), then the fixation probability fM of the
mutant strategy can be calculated explicitly (50),

fM =

0

@1 +
N�1X

i=1

iY

j=1

exp {�s[⇡M(j) � ⇡R(j)]}

1

A
�1

. [3]
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The parameter s � 0 is called the strength of selection. It measures
how important relative payoff advantages are for the evolutionary
success of a strategy. When s is small, s ⇡ 0, payoffs become irrele-
vant, and the strategy’s fixation probability approaches fM ⇡ 1/N. The
larger the value of s, the more strongly the evolutionary process favors
the fixation of strategies that yield high payoffs. Once the mutant
strategy either reaches fixation or goes to extinction, another mutant
strategy is introduced to the resident population. We iterated this ele-
mentary population updating process for 107 mutant strategies per sim-
ulation run. This process provides a reasonable approximation on the
dynamics among memory-n strategists when mutations are relatively rare
(51, 52). In SI Appendix, however, we present further simulations sug-
gesting that our qualitative results are independent of the assumption

of rare mutations, and of the considered selection strength (SI Appendix,
Fig. S6).
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