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A B S T R A C T

We study evolutionary game dynamics in a growing habitat with vacancies. Fitness is determined by the global
effect of the environment and a local prisoner’s dilemma among neighbors. We study population growth on a
one-dimensional lattice and analyze how the environment affects evolutionary competition. As the environment
becomes harsh, an absorbing phase transition from growing populations to extinction occurs. The transition
point depends on which strategies are present in the population. In particular, we find a ‘cooperative window’
in parameter space, where only cooperators can survive. A mutant defector in a cooperative community might
briefly proliferate, but over time naturally occurring vacancies separate cooperators from defectors, thereby
driving defectors to extinction. Our model reveals that vacancies provide a strong boost for cooperation by
spatial selection.

1. Introduction

Cooperation pervades all scales of life, from large collective endeav-
ors like hunting in humans to the microscopic production of a common
resource in yeast (Wiessner, 2002; Rand and Nowak, 2013; Balshine-
Earn et al., 1998; Greig and Travisano, 2004; Biernaskie, 2011; Pacheco
et al., 2009). Yet explaining how these instances of cooperation have
evolved is not straightforward. Cooperation usually imposes a cost on
the focal player while generating a benefit for the opponent. As a
consequence, cooperators are at an evolutionary disadvantage when
competing with free-riding defectors. Understanding how cooperation
can emerge despite this disadvantage is a major goal of evolutionary
game theory (Smith, 1982; Nowak, 2006a,b; Szabó and Fáth, 2007;
Sigmund, 2010; Broom and Rychtá∞, 2013).

One key mechanism for the evolution of cooperation is spatial
selection (or spatial reciprocity) (Nowak and May, 1992; Szabó and
TÆke, 1998; Nowak and Sigmund, 2004; Fletcher and Doebeli, 2009;
Antal et al., 2009). In this case, cooperators are more likely to direct
their help towards other cooperators. One way to achieve assortment is
by phenotypic similarity (Antal et al., 2009). In that case, individuals
only cooperate with those who match their own phenotypic attributes.
Another way to achieve assortment is spatial structure (Killingback
and Doebeli, 1996; Szabó et al., 2000; Hauert and Doebeli, 2004;
Ohtsuki et al., 2006; Santos et al., 2006; Szabó and Fáth, 2007; Santos
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et al., 2008; Hauert et al., 2008; Perc, 2009; Perc and Szolnoki, 2010;
Hadjichrysanthou et al., 2011; Débarre et al., 2014; Allen et al., 2017;
Su et al., 2019; Fotouhi et al., 2019). In that case, cooperators only
interact with those in a close spatial proximity. Traditionally, studies
of spatial reciprocity focus on fixed population structures, or on pop-
ulations of constant size (Perc et al., 2013). Variable population sizes
have been introduced relatively recently to spatial games, considering
the interaction of population growth and strategy evolution (Nowak
et al., 1994; Hauert et al., 2006; Wakano et al., 2009; Ross-Gillespie
et al., 2009; Lion, 2009; Sekiguchi and Nakamaru, 2009; Melbinger
et al., 2010; Wang et al., 2012; Sanchez and Gore, 2013; Smaldino,
2013; Liming and Wu, 2014; Szolnoki et al., 2014; Constable et al.,
2016; Moreno-Fenoll et al., 2017; Rodriguez-Brenes et al., 2020; Wang
and Perc, 2021). Here we introduce a simple model of spatial games
in growing populations where absorbing phase transitions occur. We
use this model to show that naturally arising vacancies between grow-
ing habitats can dramatically enhance the positive effects of spatial
structure.

To this end, we study a model in which individuals populate a one
dimensional (1D) lattice. Individuals engage in a pairwise interaction
with each neighbor. In these interactions, they can either cooperate
or defect. The outcome of the local interactions, together with the
global quality of the environment, determine an individual’s fitness.
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Individuals with a low fitness are more likely to die (Huang et al.,
2015; Park et al., 2019). Once a death event happens, it introduces
a vacancy. Since cooperators adjacent to defectors are most liable to
die, these vacancies naturally arise where cooperators and defectors
meet. As a result, we show that vacancies tend to separate cooperative
regions from clusters of defectors. In this way, they naturally intro-
duce additional assortment. By taking advantage of the properties of
one-dimensional lattice, we analytically draw the boundary between
cooperator- and defector-dominant phases in the parameter space.
Vacancies thus represent a mechanism for the evolution of cooperation
in growing spatial communities.

2. Method

As a minimal model to describe the individuals’ social interactions,
we use a variant of the prisoner’s dilemma called ‘donation game’ (Sig-
mund, 2010; Bahk et al., 2019). Each site of the 1D lattice can either be
occupied by a cooperator (C), a defector (D), or it can remain empty (E).
Players interact with each of their immediate neighbors. If the adjacent
site is empty, the player’s payoff for the respective interaction is zero.
Otherwise, cooperators pay a cost c to provide a benefit b to their
neighbor. Defectors pay no cost and provide no benefit. The result of
these interactions can be summarized by the payoff matrix

C D E

C

D

0

b * c * c 0
b 0 0

1

.
(1)

In this payoff matrix, the focal player chooses a row, whereas the
neighbor’s type determines the column. The respective entry is then the
payoff of the focal player. In the following, we normalize the benefit to
b = 1, and we consider the case of a social dilemma, 0 < c < 1.

As a result of these pairwise interactions, players obtain a total
payoff of p. This payoff in turn affects the players’ longevity. Specif-
ically, we assume that a player’s death rate is proportional to the death
probability,

d = 1
1 + Aewp

, (2)

In this equation, the parameter w g 0 corresponds to the strength of
selection. It reflects how strongly an individual’s survival is tied to its
payoff. In the limiting case w = 0, payoffs are irrelevant. Here, all
individuals have the same death probability d = 1_(1 +A). For positive
w, individuals with higher payoff are expected to survive for a longer
time.

The other parameter A > 0 reflects the quality of the environment.
In the limiting case that A approaches zero, survival is impossible,
independent of how well players perform in the prisoner’s dilemma. In
the other limit when A is sufficiently large, the death rate approaches
zero and populations tend to grow without vacancies. Because nothing
prevents defectors from being the neighbors of cooperators, cooperative
communities tend to get invaded and go extinct. In the following,
we thus focus on the most interesting case when the quality of the
environment A is intermediate.

To explore the evolutionary dynamics of the population, we study
population growth from a single seed. The seed can either be a co-
operator or a defector. We set the seed position as the origin of the
lattice. Moreover, we define the habitat as the region from the leftmost
occupied site L to the rightmost occupied site R. The size of the habitat
H(t) at time t is therefore

H(t) = R(t) * L(t) + 1. (3)

In each time step, we randomly choose one of the H + 2 sites between
L * 1 and R + 1. If the site is occupied, its inhabitant dies with
death probability d, as defined by Eq. (2). Otherwise, if the site is
empty, it can be colonized by an offspring of its neighbors. When both
adjacent sites are empty, the chosen site remains empty. When only one
neighboring site is occupied, its offspring takes the empty site. Finally,

Fig. 1. Population growth from (a) D-seed with � = 0, (b) C-seed with � = 0, (c)
D-seed with � = 0.01, and (d) C-seed with � = 0.01. We used w = 1, A = 1, and c = 0.4.
White, red and blue sites represent empty sites, D- and C-inhabitants, respectively.

when both adjacent sites are occupied, they both are equally likely to
reproduce. During reproduction, mutations may occur. The offspring
adopts the parent strategy with probability 1 * � and the opposite
strategy with probability �. As usual, we define one Monte Carlo (MC)
step as H + 2 such tries. Because the size of the habitat can change
during a MC step, we define H(t) to be the habitat size in the beginning
of the MC step at time t.

3. Results

Fig. 1 shows four representative growth scenarios. We distinguish
populations originating from either a single defector (left panels) or
a single cooperator (right panels). In addition, we explore scenarios
without and with mutation (top and bottom panels, respectively). In
the absence of mutations, habitats grow with approximately constant
rate. The exact growth rate depends on the seed. Habitats seeded with
a cooperator grow faster. In contrast, in the presence of mutations, the
steady states are independent of the initial seed. For the parameters
in Fig. 1, cooperators eventually dominate the population even if the
population originates from a single defector.

To get a more quantitative understanding of these results, we com-
pute the population’s survival probability s(t), defined by

s(t) = a(t)
M

. (4)

Here, a(t) is the number of simulations in which the population still
exists at time t, out of M growth simulations in total. The infinite time
limit of the survival probability Sÿ = lim

tôÿ s(t) can then serve as
an order parameter. It distinguishes environments that allow for the
survival of the population from environments that guarantee extinction.
We say the population is in the active phase when Sÿ is positive. In
contrast, when Sÿ is zero, we speak of the absorbing phase. In the
absorbing phase, all populations disappear eventually and no further
dynamics occur (Hinrichsen, 2000; Chae et al., 2021).

Because the death probability (2) is one for A = 0, extinction
is guaranteed in poor environments. Conversely, because the death
probability approaches zero for large A, survival is almost certain in
rich environments. It follows that as A gradually increases from zero,
there is a unique threshold at which the system transitions from the
absorbing to the active phase. Without mutations, this transition point
A
✓

c
depends on the cost of cooperation c and the seed type ✓ À {C ,D}.

To obtain the exact position of the transition point A✓

c
, Fig. 2(a),(b)

plots s(t) versus t on a log–log scale. At the transition point, the survival
probability s(t) shows power-law decay, s(t) Ì t

*� (Hinrichsen, 2000),
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Fig. 2. Survival probabilities S and habitat growth rates V for c = 0.7 and w = 1. (a)
S of the D-population at A = 0.75, 0.74 and 0.73. (b) S of the C-population at A =
0.59, 0.58 and 0.57. (c) V of the D-population. (d) V of the C-population. The plus
symbols are the simulation results, averaged from 5000 independent survival samples
at t = 5000, and the solid lines are MF calculations. The arrows indicate the transition
points, AD

c
= 0.74 and A

C
c
= 0.58 obtained in (a) and (b).

yielding a straight line in the plot. For c = 0.7 and w = 1, the
power-law criterion yields A

D
c

˘ 0.74 for defecting populations and
A
C
c
˘ 0.58 for populations of cooperators. The exponent � is close to

the directed-percolation exponent, �
DP

˘ 0.161 (Hinrichsen, 2000).
We can also approximate the transition point A✓

c
by estimating the

habitat’s mean growth rate. This growth rate V should be positive in
the active phase and approach zero close to the transition point. The
value of V is determined by the motion of the habitat boundaries,

V = Í

ÜHÎ = Í

ÜRÎ * Í

ÜLÎ = 2Í ÜRÎ, (5)

where we have used the mirror symmetry Í

ÜRÎ = Í

ÜLÎ. To compute
Í

ÜRÎ, we distinguish two cases. The habitat expands if site R + 1 is
selected. In that case, the site is populated by its neighbor and the right
boundary moves from R to R+1. On the other hand, the habitat shrinks
if site R is chosen and its inhabitant dies. In that case, the amount by
how much the habitat shrinks depends on the exact configuration of
the players. In the following, we estimate the boundary velocity by
assuming mean-field (MF) configurations. That is, we assume all sites
within the habitat boundaries have the same occupation probability ⇢.
Under this approximation, the probability that the habitat shrinks by k

sites when an inhabitant at the boundary dies becomes (1 * ⇢)k*1⇢.
For a D-population, an individual’s death probability is dD = 1_(1 +

A), independent of the population configuration. Hence its growth rate
according to MF theory is given by

V
D
MF = 2

⇠

1 * dD
⌅

⇢ + 2⇢(1 * ⇢) + 3⇢(1 * ⇢)2 +5
⇧

⇡

= 2
0

1 *
dD
⇢

1

, (6)

which depends on the MF density ⇢. This density in turn satisfies

Ü⇢ = (1 * ⇢)(2⇢ * ⇢
2) * dD⇢. (7)

in the interior of the habitat (see Supplemental material). Here, the
first and the second summand describe the birth and the death process,

1 We obtained absorbing transition points up to the third decimal point,
A
D
c
= 0.742 and A

C
c
= 0.579. At those estimated absorbing transition points, the

exponent � is approximately 0.16 for both D-populations and C-populations
(� ˘ 0.16).

Fig. 3. (a) Absorbing transition points A
✓

c
for the seed S for different values of cost-

to-benefit ratio c with S = D (red squares) and C (blue circles). The dashed lines
are the boundaries obtained by MF approximation. In region-I, populations become
extinct independent of the seed type, while in region-III both populations can survive. In
region-II, a C-population can grow while a D-population always vanishes. (b) Absorbing
transition points A

�

c for finite mutation probabilities, � = 0.001, 0.01, and 0.1. Here,
w = 1, M = 10000, and t = 4000.

respectively. Using the MF density ⇢
D
MF =

⇠

3 *
˘

1 + 4dD
⇡

_2 in the
steady state ( Ü⇢ = 0), we obtain

V
D
MF = 2

L

1 * 2
3(A + 1) *

˘

(A + 1)(A + 5)

M

. (8)

In spite of the well known weaknesses of MF theory in low dimensions,
this growth rate reflects the corresponding simulation results remark-
ably well, see Fig. 2(c). In particular, by setting V

D
MF = 0 we obtain

an estimated transition point of A = 1_
˘

2 ˘ 0.71, which is close
to the value A

D
c

= 0.74 obtained from Fig. 2(a). For C-populations
(see Supplemental material), we observe a similar match between MF
calculations and simulation results, see Fig. 2(d).

In a next step, we use the two methods to compute the thresholds
A
C
c
and A

D
c
for arbitrary cost levels, see Fig. 3(a). Because homogeneous

populations of defectors have a higher death probability than popula-
tions of cooperators, we find that AC

c
< A

D
c
for all costs c < 1. That is,

with respect to the quality of the environment, there is a window A
C
c
<

A < A
D
c
in which only cooperative populations can survive. Because AC

c

is an increasing function of c whereas AD
c
is flat, this window is largest

for small cooperation costs. The window vanishes as the cooperation
cost approaches the benefit b = 1 of cooperation.

While the previous analysis requires homogeneous populations (and
hence a vanishing mutation rate), we can analyze the population
dynamics with mutations analogously. In that case, the steady state
composition of a population becomes independent of the initial seed.
Instead, the absorbing transition point A�

c is now determined by the
cooperation cost c and the mutation probability �. In Fig. 3(b), we
present A

�

c for � À {0.001, 0.01, 0.1}, together with A
C
c
and A

D
c
. We

observe that as mutations become rare, the transition points decrease.
As � ô 0, they approach the transition point AC

c
of a homogeneous

population of cooperators.
For positive mutation rates, we can also measure how abundant

cooperators are in the steady state. In Fig. 4, we show their frequency
xC as a heat map in the A* c parameter space for w = 1 and � = 0.001.
As expected, cooperators dominate the population for AC

c
< A < A

D
c
.

More surprisingly, however, they remain predominant in a large part
of the region in which A > A

D
c
, especially when the cooperation cost is

small.
To analytically characterize the parameter region in which coop-

erators are predominant, we can again make use of MF methods. To
this end, we consider the competition at the boundary between a
cooperative cluster and a cluster of defectors. Because the cooperating
individual directly at the boundary has a lower payoff than the adja-
cent defector, this cooperator is more likely to die. However, because
cooperative clusters are more densely populated than clusters of de-
fectors, the cooperative cluster shrinks comparably little. Furthermore,
cooperative clusters tend to grow faster into vacant regions. By taking
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Fig. 4. Heat map of the steady state cooperator frequency xC in the A * c parameter
space for w = 1 and � = 0.001. In the gray colored region, populations always vanish.
The lower and the upper dashed lines represent the MF absorbing transition lines for
C- and D-populations (without mutation). The solid line is the MF phase boundary that
separates regions in which either cooperation or defection is predominant, respectively.

these opposing effects into account, the MF boundary velocity ÜB
D

MF of
the D-domain next to the C-domain is given by

ÜB
D

MF = v

H

↵
D
1

⇢
D
MF

+
↵
C
0

⇢
C
MF

I

*
↵
D
1

⇢
D
MF

+ v
�

↵
C
1 * ↵

C
0
�

⇢
C
MF. (9)

Here, v = V
D
MF_

�

V
D
MF + V

C
MF

�

, and ↵
✓

i
is the death probability of type

✓ À {C ,D} when there are i cooperators in the neighborhood (see
Supplemental material). The resulting phase boundary, obtained by
solving Í

ÜB
D

MFÎ = 0, again recovers the simulation results remarkably
well, as indicated by the black solid line in Fig. 4.

4. Concluding remarks

We have studied an individual-based evolutionary game model of a
growing habitat. An individual’s fitness is affected by the environment
as well as interactions with its neighbors. As the quality of the environ-
ment deteriorates, there is an absorbing phase transition from growing
to empty populations. While this transition exists for both cooperative
and defecting populations, the transition point AC

c
for cooperators is

smaller than the respective point AD
c
for defectors. It follows that in

between, for AC
c
< A < A

D
c
, there is a window in which only cooperators

can survive. In our model, variable population sizes induced by spatial
interactions are an essential factor to promote cooperation, as they
induce the extinction of defectors in isolation while cooperators can
survive.

The resulting cooperative communities are robust even in the pres-
ence of mutations. Once a defecting mutant arises, naturally arising
vacancies quickly lead to the defectors’ isolation. In this way, cooper-
ative clusters can continue to spread whereas clusters of defectors are
driven to extinction. Using MF approximation, we are able to accurately
estimate AC

c
, AD

c
and the phase boundary between parameter regions in

which either cooperators or defectors are predominant.
Vacancies arise from our longevity interpretation of fitness. Tra-

ditionally, fitness is taken as a measure of an individual’s fecundity.
Players with high fitness are more likely to reproduce (Nowak, 2006a;
Sigmund, 2010; Szabó and Fáth, 2007). In contrast, we interpret fitness
as longevity, which controls how likely players are to die (Huang et al.,
2015; Park et al., 2019). When individuals die, they leave behind a
vacancy. These vacancies act as a strong driver for cooperation, as they
further enhance the cooperators’ positive assortment.

In this paper, we have treated the quality of the environment as a
constant. Instead, seasonal and stochastic fluctuations often introduce
additional noise with profound effects on the evolutionary dynam-
ics (Ashcroft et al., 2014; Baron and Galla, 2018). Moreover, popula-
tions themselves often shape the environment they inhabit (Hilbe et al.,

2018; Tilman et al., 2020). A particularly relevant case occurs when
large populations induce the environment to deteriorate. In that case,
the environment can be expected to remain close to the two absorbing
transition points: In a good environment, the population will increase
until the environment is depleted and population growth approaches
zero. A constant positive population size requires the parameter A to
move towards a value close to A

C
c
. This observation suggests an impor-

tant role of vacancies for the evolution of cooperation. As populations
coevolve along with their environment, they settle at a state in which
natural vacancies arise at a rate most favorable to cooperation.
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