
Yesterday’s class (March 11, 2025)

An overview 

Today’s classes (March 12, 2025)

• An introduction to evolutionary game theory 
(Replicator dynamics, games in finite populations)

• Evolution of cooperation & direct reciprocity

• Social norms & indirect reciprocity

Tomorrow’s class (March 13, 2025)

• Some current research: Reciprocity in complex environments

Cooperation Wait&See

Defection



Evolution of cooperation: Motivation 

Remark 2.1. Cooperation

In theoretical biology, cooperation is often interpreted as 
a costly behavior that benefits someone else. 

•Acting as a referee for a journal; doing outreach
•Organising a scientific meeting (say, on decisions, games, and evolution) 

•Sharing food; engaging in predator inspection; taking the lead in 
flocks of birds; etc. 
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One conspicuous feature of several larger bird species is their
annual migration in V-shaped or echelon formation. When birds
are flying in these formations, energy savings can be achieved by
using the aerodynamic up-wash produced by the preceding bird.
As the leading bird in a formation cannot profit from this up-wash,
a social dilemma arises around the question of who is going to
fly in front? To investigate how this dilemma is solved, we
studied the flight behavior of a flock of juvenile Northern bald ibis
(Geronticus eremita) during a human-guided autumn migration.
We could show that the amount of time a bird is leading a forma-
tion is strongly correlated with the time it can itself profit from
flying in the wake of another bird. On the dyadic level, birds match
the time they spend in the wake of each other by frequent pair-
wise switches of the leading position. Taken together, these
results suggest that bald ibis cooperate by directly taking turns
in leading a formation. On the proximate level, we propose that
it is mainly the high number of iterations and the immediacy of
reciprocation opportunities that favor direct reciprocation. Finally,
we found evidence that the animals’ propensity to reciprocate in
leading has a substantial influence on the size and cohesion of the
flight formations.

formation flight | cooperation | social dilemma | reciprocity

Aconsiderable portion of the worldwide bird population per-
forms biannual long-distance migrations (1, 2). These jour-

neys impose large energetic costs on the animals, and as a
consequence, mortality is considerably higher during migration
than at any other time of the year (3). Reasons for this increased
mortality during migration include suppressed immune response,
starvation, and dehydration, among others (4, 5). In greater snow
geese (Chen caerulescens), for example, mortality during the
autumn migration was estimated at 5% for adult birds and up
to 35% for juvenile birds (6). At least a part of this increased
mortality can be directly or indirectly linked to the physical ex-
ertion during migration flights. Consequently, there should be
a strong selection pressure—especially on young birds during
their first migration—to minimize energy expenditure during
migratory flights and increase the chance of survival. Traveling in
close, structured groups has been proposed as an energy-saving
strategy, with savings being accrued through positive aero- or
hydrodynamic interactions between members of the group (7–
10). Flight in V-shaped or echelon formation by birds is perhaps
the most prominent example of this. The precise aerodynamic
interactions in a flock have been the subject of detailed theo-
retical and, more recently, empirical studies (2, 7, 11–14). During
flight, high-pressure air under the wings flows around the tips to
a region of low air pressure above the wings. This flow forms
two vortices in the bird’s wake, produced by regions of up-
wash outboard of the wings, and a central region of downwash
immediately behind the bird (7, 13). This up-wash can provide

a following bird with extra lift, reducing their requirements for
weight support. Theoretical calculations, based on fixed-wing
aerodynamic theory, suggest that by flying in this up-wash region
at optimal wing-tip spacing, birds could save more than 50% of
their energy costs relative to unaccompanied solo flight (7, 12, 13).
Analyses of photographs of geese formations suggested that

birds fly in a position where they can potentially profit from the
beneficial up-wash, although their wing-tip spacings were typi-
cally away from the optimal position, and energy savings were
estimated to be between 10% and 14% only (13, 14). However,
photographs taken from the ground will only provide snapshots
of information from long-distance migratory flights and crucially
lack information about precise positioning and height. Recent
advances in bio-logging have now allowed the study of this
phenomenon in greater detail. The first study to provide em-
pirical evidence that energetic savings can be garnered from
V-formation flight was done by Weimerskirch et al. (15), who
demonstrated that heart rate, a proxy for energy expenditure,
was lower in those birds flying in the middle of a V-formation
compared with the bird positioned at the front. Studying the migra-
tory flight pattern of a group of Northern bald ibises (Geronticus
eremita), Portugal et al. (16) demonstrated that birds, when flying in
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Cooperation in animals is an enigma because it contravenes the
basic notion that evolution favors selfish genes that promote
only their own well-being. Bird migration in organized V-shaped
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cooperate by taking turns and precisely matching times they
spend in the advantageous trailing position and in the disad-
vantageous front position. This time matching is done on a
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influence on the size and cohesion of the flight formations.
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formation, favored positions that allowed them to profit from the
up-wash. Furthermore, the birds also coordinated their wing flaps
with a phase shift mechanism such that their wingtips followed
the path of the preceding bird’s wing tips through the air,
allowing them to maximize the capture of beneficial up-wash
through positive aerodynamic interactions.
However, not all birds in a formation can profit to the same

extent. In particular, the leading individual in the front will have
no energetic advantage in comparison with flying alone. Conse-
quently, a cooperation dilemma arises around the question of
who is going to fly in the front position? From an evolutionary
perspective, cooperation between unrelated individuals is diffi-
cult to explain as it seems to contravene the basic notion that
natural selection favors “selfish” genes that promote only their
own well-being. Game theoretic models have been repeatedly
applied to explain under which conditions cooperation can be an
evolutionary stable strategy (17–19). Formation flight in mi-
grating birds resembles a multiplayer volunteer’s dilemma where
at least one individual in a group has to volunteer (by flying in
the front position) to produce a public good, from which all
other individuals can profit either directly or indirectly (by flying
in the wake of the leader or another bird). For the case where
individuals play mixed strategies, i.e., they volunteer with a given
probability, there exists a certain probability value for volunteering
which is an evolutionary stable strategy (20). That is, in a pop-
ulation where all individuals volunteer with a certain probability,
single individuals cannot gain higher fitness by volunteering more
or less frequently. The value for this probability depends on the
group size and the expected benefits and costs (20, 21).
To investigate how this cooperation dilemma can be resolved,

we equipped a group of juvenile Northern bald ibis with high-
precision global positioning system/inertial measurement unit
(GPS/IMU) data loggers (22, 23) that allowed us to monitor the
flight behavior of all individuals within the flock during a human-
guided autumn migration. In this study, we could, for the first
time to our knowledge, determine the relative position of the

birds to each other during free-flying migratory flight—a feat
that was made possible due to recent advances in sensor tech-
nology. These data enable us to estimate how much time each
bird spent leading a formation or trailing another bird.

Results
During the migratory flight, the birds formed a cohesive flock
with a median distance to the center of mass of the flock of 5.0 m
(range, 3.6–11.2 m; Fig. S1B). Summing up relative positions of
the birds over the whole flight, we find a blurred V-shaped for-
mation (Fig. S1A and Movie S1), although the overall formation
shape was variable over time (16). Positions of individuals within
the flock changed frequently (Fig. S2), but individuals were most
often in an area where—according to aerodynamic theory—they
can profit from the up-wash produced by the wings of the pre-
ceding bird (16). Based on these findings, we defined that a bird
was in the wake of another bird if it was at a given time point in
a rectangular area of up to 3 m behind and 1.6 m lateral to either
side of the preceding bird (see SI Text and Table S1 for a dis-
cussion of this criterion). On average, birds spent 32 ± 12% of
their time in the wake of another bird, although bouts of con-
tinuous flying in the wake of another bird were relatively short
(median, 2 s; interquartile range, 1–4 s; maximum, 41 s), and
birds frequently changed the conspecific they followed,
resulting in 241 ± 74 bouts of in-wake flying per bird for a
flight of 39 km.
Based on our definition of “in-wake,” we can define a forma-

tion (in contrast to a flock) as any assemblage of animals con-
sisting of one leading bird and one or more trailing birds flying
either in the wake of the leading bird or of one of the other
trailing birds (Fig. 1F). Thus, although the size of the flock was
constant during the flight (n = 14), formation sizes—the number
of animals constituting a formation—were highly variable depend-
ing on whether individuals were flying close enough to be con-
sidered as constituting a formation. We observed pair formations
consisting of only two individuals most often, making up 60.7%
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Fig. 1. In-wake flying in Northern bald ibis. (A) Percentage of time leading a formation is plotted against the percentage of time flying in the wake of
another bird. (B) Number of bouts leading a formation is plotted against the number of bouts flying in the wake of another bird. (C) Northern bald ibis
(G. eremita) flying in tight formations. Image courtesy of M. Unsöld. (D) Matrix plot of the percentages of time flying in the wake of a specific bird for all
14 birds. Rows and columns give the 14 subjects (names abbreviated). (E) Histogram for the expected Pearson product moment matrix correlation coefficient
assuming random associations based on 10,000 random matrix permutation and the observed value (black arrow). (F) Representation of the flock as a graph
where vertices indicate individuals and a direct edge is drawn from vertex i to vertex j if bird i was in the wake of bird j, where “in the wake” is defined as
being within an area of 3 m behind and 1.6 m lateral to the preceding bird. Behind and lateral are defined relative to the flight direction of the preceding bird
(indicated by white arrows inside the vertices). In this hypothetical example, a flock of seven birds, consisting of one formation of four individuals (an
asymmetric V-formation), a separate pair formation of two individuals (echelon formation), and an isolated bird would be represented by a graph consisting
of two weakly connected components of sizes four and two, respectively, and one isolated vertex.
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Examples: 

•Donating money to charities; providing first aid

“Proximate explanations”: 

•It “feels” like the right thing to do (Emotions)

•It is expected to cooperate in these situations (Social norms)

•To some extent, cooperation is mandated by law (Institutions)

Still, one might raise the question: Why would people have these particular 
emotions, social norms, and institutions? 



Evolution of cooperation: Prisoner’s dilemma 

Remark 2.2. Cooperation in a Prisoner’s dilemma

The problem of cooperation is usually illustrated with a 
prisoner’s dilemma. Cooperation means to pay a cost c, 
for the co-player to get a payoff of b. 

Cooperate Defect

Cooperate b-c -c

Defect b 0

Prediction based on classical game theory: 
Cooperation is a dominated strategy, hence players 
should not use it. 

Prediction based on evolutionary game theory: 
According to replicator dynamics, all (interior) orbits 
converge to Defection. 

Only cooperators 
 x = 1

Only defectors 
 x = 0

·x = x(1 − x)(−1)

Remark 2.3. Evolution of cooperation

So how can we explain that we actually do see quite a bit 
of cooperation in nature and society? 

Most likely answer: Because the games people play are 
not fully captured by the simple prisoner’s dilemma. 

•We have ignored that individuals may be related 
to each other (  “Kin selection”)→

•Individuals may interact with each other more 
than once (  “Direct reciprocity”)→

•Whether I cooperate with someone may affect 
how third parties treat me (  “Indirect 
reciprocity” or “Partner choice”)

→

•Evolutionary competition may also occur on the 
level of communities (  “Group selection”)→

Journal of Institutional Economics (2014), 10: 2, 197–230
C⃝ Millennium Economics Ltd 2013 doi:10.1017/S1744137413000374
First published online 23 December 2013

Eleven mechanisms for the evolution of
cooperation

M I C H A E L A . Z A G G L ∗

TUM School of Management, Technische Universität München, Arcisstr. 21, 80333, Munich, Germany

Abstract: Cooperation is one of the basic elements of social life. It is essential for
emergent social phenomena, such as the formation of families, groups, and
societies. However, evolutionary forces counter cooperation. The trait of
supporting others is dominated by selfish behavior. In the last few decades
scientists, in particular biologists, achieved extraordinary progress regarding the
question of how cooperation is possible despite of evolutionary forces. This
produced an enormous amount of literature. This paper identifies and reviews the
known solutions explaining cooperation under evolutionary forces. Using
bibliometric methods in combination with extant review articles and traditional
reviewing of original literature, it is possible to isolate 11 mechanisms of
cooperation under the conditions of evolution. Developing a categorization of the
mechanisms according to shared characteristics establishes a fundamental
framework for institutional and mechanism design activities. Implications for
future research paths are identified, in particular for the mechanism of indirect
reciprocity.

1. Introduction

Cooperation is the glue that binds individuals together and allows for the
emergence of social structures on higher levels, such as families, groups,
organizations, nations, and civilizations. Our understanding of humankind is
impossible in the absence of cooperation. Cooperation is thus an elementary
force for the disciplines of the social sciences. However, the most consistent
body of theory addressing cooperation is not allocated in one of the disciplines
of the social sciences. Instead, it can be found in biology (e.g., Nowak and May,
1992; Nowak and Sigmund, 1998a, 2005; Nowak et al., 2004; Ohtsuki et al.,
2006; Trivers, 1971). The strong relation between cooperation and the theory
of evolution may be the reason for the dominance of biology. Overall, a large
amount of literature has developed in this field. However, as an indispensable
element of sociality, cooperation plays a central role particularly in the social
sciences (e.g., Axelrod, 1984; Axelrod and Hamilton, 1981), especially for
economics (e.g., Fehr et al., 1997, 1998; Ockenfels, 1993). Here, the mechanisms

∗Email: michael.zaggl@tum.de
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Five Rules for the Evolution
of Cooperation
Martin A. Nowak

Cooperation is needed for evolution to construct new levels of organization. Genomes, cells,
multicellular organisms, social insects, and human society are all based on cooperation. Cooperation
means that selfish replicators forgo some of their reproductive potential to help one another. But
natural selection implies competition and therefore opposes cooperation unless a specific mechanism
is at work. Here I discuss five mechanisms for the evolution of cooperation: kin selection, direct
reciprocity, indirect reciprocity, network reciprocity, and group selection. For each mechanism, a simple
rule is derived that specifies whether natural selection can lead to cooperation.

Evolution is based on a fierce competition
between individuals and should therefore
reward only selfish behavior. Every gene,

every cell, and every organism should be de-
signed to promote its own evolutionary success
at the expense of its competitors. Yet we ob-
serve cooperation on many levels of biolog-
ical organization. Genes cooperate in genomes.
Chromosomes cooperate in eukaryotic cells.
Cells cooperate in multicellular organisms. There
are many examples of cooperation among ani-
mals. Humans are the champions of cooperation:
From hunter-gatherer societies to nation-states,
cooperation is the decisive organizing principle
of human society. No other life form on Earth is
engaged in the same complex games of cooper-
ation and defection. The question of how natural
selection can lead to cooperative behavior has
fascinated evolutionary biologists for several
decades.

A cooperator is someone who pays a cost,
c, for another individual to receive a benefit,
b. A defector has no cost and does not deal
out benefits. Cost and benefit are measured in
terms of fitness. Reproduction can be genetic
or cultural. In any mixed population, defectors
have a higher average fitness than cooperators
(Fig. 1). Therefore, selection acts to increase
the relative abundance of defectors. After some
time, cooperators vanish from the population.
Remarkably, however, a population of only
cooperators has the highest average fitness,
whereas a population of only defectors has
the lowest. Thus, natural selection constantly
reduces the average fitness of the popula-
tion. Fisher’s fundamental theorem, which
states that average fitness increases under
constant selection, does not apply here be-
cause selection is frequency-dependent: The
fitness of individuals depends on the fre-
quency (= relative abundance) of cooperators in
the population. We see that natural selection in

well-mixed populations needs help for establish-
ing cooperation.

Kin Selection
When J. B. S. Haldane remarked, “I will jump
into the river to save two brothers or eight
cousins,” he anticipated what became later known
as Hamilton’s rule (1). This ingenious idea is that
natural selection can favor cooperation if the
donor and the recipient of an altruistic act are
genetic relatives. More precisely, Hamilton’s rule
states that the coefficient of relatedness, r, must
exceed the cost-to-benefit ratio of the altruistic act:

r > c/b (1)

Relatedness is defined as the probability of
sharing a gene. The probability that two brothers
share the same gene by descent is 1/2; the same
probability for cousins is 1/8. Hamilton’s theory
became widely known as “kin selection” or
“inclusive fitness” (2–7). When evaluating the
fitness of the behavior induced by a certain gene,
it is important to include the behavior’s effect on
kin who might carry the same gene. Therefore,
the “extended phenotype” of cooperative behav-
ior is the consequence of “selfish genes” (8, 9).

Direct Reciprocity
It is unsatisfactory to have a theory that can ex-
plain cooperation only among relatives. We also

observe cooperation between unrelated indi-
viduals or even between members of different
species. Such considerations led Trivers (10) to
propose another mechanism for the evolution of
cooperation, direct reciprocity. Assume that
there are repeated encounters between the same
two individuals. In every round, each player has
a choice between cooperation and defection. If I
cooperate now, you may cooperate later. Hence,
it might pay off to cooperate. This game theoretic
framework is known as the repeated Prisoner’s
Dilemma.

But what is a good strategy for playing this
game? In two computer tournaments, Axelrod
(11) discovered that the “winning strategy”
was the simplest of all, tit-for-tat. This strat-
egy always starts with a cooperation, then it
does whatever the other player has done in the
previous round: a cooperation for a coopera-
tion, a defection for a defection. This simple
concept captured the fascination of all enthu-
siasts of the repeated Prisoner’s Dilemma.
Many empirical and theoretical studies were
inspired by Axelrod’s groundbreaking work
(12–14).

But soon an Achilles heel of the world
champion was revealed: If there are erroneous
moves caused by “trembling hands” or “fuzzy
minds,” then the performance of tit-for-tat de-
clines (15, 16). Tit-for-tat cannot correct mis-
takes, because an accidental defection leads to a
long sequence of retaliation. At first, tit-for-tat
was replaced by generous-tit-for-tat (17), a strat-
egy that cooperates whenever you cooperate,
but sometimes cooperates although you have
defected [with probability 1 − (c/b)]. Natural
selection can promote forgiveness.

Subsequently, tit-for-tat was replaced by
win-stay, lose-shift, which is the even simpler
idea of repeating your previous move when-
ever you are doing well, but changing other-
wise (18). By various measures of success,
win-stay, lose-shift is more robust than either
tit-for-tat or generous-tit-for-tat (15, 18). Tit-
for-tat is an efficient catalyst of cooperation in a
society where nearly everybody is a defector,
but once cooperation is established, win-stay,
lose-shift is better able to maintain it.
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Fig. 1. Without any mechanism for the evolution of cooperation, natural selection favors defectors. In a
mixed population, defectors, D, have a higher payoff (= fitness) than cooperators, C. Therefore, natural
selection continuously reduces the abundance, i, of cooperators until they are extinct. The average
fitness of the population also declines under natural selection. The total population size is given by N. If
there are i cooperators and N − i defectors, then the fitness of cooperators and defectors, respectively,
is given by fC = [b(i − 1)/(N − 1)] − c and fD = bi/(N − 1). The average fitness of the population is given
by ‾f = (b − c)i/N.
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The evolution of cooperation and altruism – a general framework
and a classification of models

L. LEHMANN*! & L. KELLER*
*Department of Ecology and Evolution, University of Lausanne, Biophore, Lausanne, Switzerland

!Department of Genetics, University of Cambridge, Downing Street, Cambridge, UK

Introduction

When interacting individuals are related, the evolution
of intraspecific cooperation and altruism (collectively
referred to as helping, see later for a more formal
definition) is generally studied within the framework of
kin selection (Hamilton, 1964; Grafen, 1984; Taylor,
1992a; Frank, 1998; West et al., 2002). By contrast,
numerous theoretical models have been proposed to
account for how helping can evolve when individuals
are unrelated. In most cases the similarities and
differences between these models and their relationship
with kin selection models is obscure. In a recent paper

Sachs et al. (2004) proposed a useful hierarchical
framework to compare models, but they did not clearly
distinguish between helping behaviours that result in
positive effects on the direct fitness of the actor from
those that result in negative effects on the direct fitness
of the actor. For instance, it remains unclear in their
discussion whether the investment into helping of an
individual under direct reciprocation actually increases
or decreases its fitness (Sachs et al., 2004, p. 139). Here
we argue that such a distinction is useful because it
forces one to analyse the selective forces responsible for
the evolution of helping in terms of the two funda-
mental components of selection, i.e. direct and indirect
selection (Hamilton, 1964; Grafen, 1984). This is
illustrated by developing a simple conceptual frame-
work based on the analysis of a model, which allows
us to delineate the prerequisites necessary for the
evolution of intraspecific altruism and cooperation.

Correspondence: Laurent Lehmann, Department of Ecology and Evolution,

University of Lausanne, Biophore, 1015 Lausanne, Switzerland.

Tel.: +41 21 692 4173; fax: +41 21 692 4165;
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altruism;

cooperation;

kin selection;

group selection;

punishment;

strong reciprocity.

Abstract

One of the enduring puzzles in biology and the social sciences is the origin and
persistence of intraspecific cooperation and altruism in humans and other
species. Hundreds of theoretical models have been proposed and there is much
confusion about the relationship between these models. To clarify the
situation, we developed a synthetic conceptual framework that delineates
the conditions necessary for the evolution of altruism and cooperation. We
show that at least one of the four following conditions needs to be fulfilled:
direct benefits to the focal individual performing a cooperative act; direct or
indirect information allowing a better than random guess about whether a
given individual will behave cooperatively in repeated reciprocal interactions;
preferential interactions between related individuals; and genetic correlation
between genes coding for altruism and phenotypic traits that can be identified.
When one or more of these conditions are met, altruism or cooperation can
evolve if the cost-to-benefit ratio of altruistic and cooperative acts is greater
than a threshold value. The cost-to-benefit ratio can be altered by coercion,
punishment and policing which therefore act as mechanisms facilitating the
evolution of altruism and cooperation. All the models proposed so far are
explicitly or implicitly built on these general principles, allowing us to classify
them into four general categories.

doi:10.1111/j.1420-9101.2006.01119.x



Definition 2.4. Repeated prisoner’s dilemma

To model whether cooperation can emerge when 
individuals may interact more than once, we consider the 
repeated prisoner’s dilemma. 

Remark 2.5. Strategies for the repeated prisoner’s dilemma

In bi-matrix games, strategies were just probability 
distributions over the actions of the game. 

In the repeated prisoner’s dilemma, strategies are more 
complex: In each round they need to tell the player what to 
do, given the outcome of the previous rounds. Formally:

•Let  denote the outcome of 
round , with .

a(t) = (a1(t), a2(t))
t a1(t), a2(t) ∈ {C, D}

•A tuple  is a history of the 
game up to round . Let  denote the set of all 
such histories. 

ht = (a(1), a(2), …, a(t))
t Ht

•Players: The game takes place among two individuals

•Actions: The game takes place among multiple 
rounds (after each round, there is another round 
with probability ). In each round, players can 
either cooperate or defect.

δ > 0

•Order of moves: In each round, individuals make 
their decision simultaneously. 

• Information: Players know what happened in all 
previous rounds.

•Payoffs: Payoffs  in each round  are the payoffs of 
the usual prisoner’s dilemma. For the entire repeated 
prisoner’s dilemma, we take the weighted mean:

πi(t) t

πi = (1 − δ)
∞

∑
t=1

δt ⋅ πi(t)

[if ] δ < 1

πi = lim
T→∞

1
T

T

∑
t=1

πi(t)

[If ]δ = 1

δ
…

δ

•The set  is the set of all possible histories H = ∪∞
t=1 Ht

•A strategy  is now a function that takes as input the 
possible histories, and as output an action:

σ

σ : H → {C, D}

Direct reciprocity: Repeated Prisoner’s dilemma (RPD) 
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Example 2.6. Some strategies for the RPD
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Figure 2: Eight strategies for the repeated prisoner’s dilemma. Each strategy is shown as a finite
state automaton55. The colored vertices indicate the player’s next action. The arrows represent transitions
between states after each round. The black letters C and D represent the co-player’s action. The arrow
from the left points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim
cooperates until the co-player defects once, then it defects forever. d, Tit for tat (TFT) cooperates in the
first round, then repeats what the co-player did in the previous round. e, Tit for two tats (TF2T) is similar
to TFT, but it takes two consecutive defections of the co-player for TF2T to retaliate. f, Generous Tit for
Tat cooperates in the first round and if the co-player has cooperated in the previous round; it cooperates
with probability q<q⇤ if the co-player has defected. The threshold q⇤ ensures that no other strategy can
invade (Box 2). g, Win Stay Lose Shift cooperates in the first round, and it repeats its own move if the
payoff was T or R; it switches to the other move if the payoff was P or S. h, An extortioner defects in
the first round; then defects if both players have defected; cooperates with probabilities p1, p2, p3 if the
previous round was CC, CD, or DC. These probabilities are chosen such that the two players’ payoffs
are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two rounds; all
other depicted strategies are memory-1 strategies.

21

•ALLC: Cooperate in every single round, 
after all histories

D

ALLD

C,D

a

C

ALLC

C,D

b

C C,D

D

C D

Grimc

C D

D

C

C D

Tit for Tatd

C

D

C

DC

D

C C

D

Tit for two Tatse

C:1,D:q D:1−q

D:1−q

C:1,D:q

C D

Generous
Tit for Tat

f

C C

D

D

C D

Win Stay
Lose Shift

g

C:1−p
3

D:1
C:p

1
D:p

2

C:p
3

C:1−p
1

D:1−p
2

D C

Extortionerh

Figure 2: Eight strategies for the repeated prisoner’s dilemma. Each strategy is shown as a finite
state automaton55. The colored vertices indicate the player’s next action. The arrows represent transitions
between states after each round. The black letters C and D represent the co-player’s action. The arrow
from the left points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim
cooperates until the co-player defects once, then it defects forever. d, Tit for tat (TFT) cooperates in the
first round, then repeats what the co-player did in the previous round. e, Tit for two tats (TF2T) is similar
to TFT, but it takes two consecutive defections of the co-player for TF2T to retaliate. f, Generous Tit for
Tat cooperates in the first round and if the co-player has cooperated in the previous round; it cooperates
with probability q<q⇤ if the co-player has defected. The threshold q⇤ ensures that no other strategy can
invade (Box 2). g, Win Stay Lose Shift cooperates in the first round, and it repeats its own move if the
payoff was T or R; it switches to the other move if the payoff was P or S. h, An extortioner defects in
the first round; then defects if both players have defected; cooperates with probabilities p1, p2, p3 if the
previous round was CC, CD, or DC. These probabilities are chosen such that the two players’ payoffs
are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two rounds; all
other depicted strategies are memory-1 strategies.

21

•GRIM: Cooperate until co-player 
defects for the first time. Thereafter, 
defect forever. 
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•Tit-for-Tat (TFT): Cooperate in the first 
round. Thereafter, repeat whatever co-
player did in previous round. 
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However, strategies can also become arbitrarily 
complicated: 

•If the number of rounds played so far is prime, defect. 
Otherwise, cooperate if and only if the co-player 
cooperated twice as often as the focal player, 
 across all rounds so far.  

Definition 2.7. Nash equilibrium

A strategy profile  is a Nash equilibrium for the 
repeated game if 

(σ*1 , σ*2 )

π1(σ, σ*2 ) ≤ π1(σ*1 , σ*2 ) and π2(σ*1 , σ) ≤ π2(σ*1 , σ*2 ) for all σ



Remark 2.9. On the Folk theorem

•Constructive proof.

Direct reciprocity: Repeated Prisoner’s dilemma (RPD) 

Remark 2.8. Folk theorem of repeated games

Question: Suppose one knows the Nash equilibria of the 
one-shot (non-repeated) game. To which extent can the 
equilibrium payoffs  of the repeated game be any 
different? 

(π*1 , π*2 )

Obvious requirement #1: Even in the repeated game, 
equilibrium payoffs need to be feasible (they need to be 
in the convex hull of all one-shot payoffs). 

Obvious requirement #2: Equilibrium payoffs need to be 
individually rational (in our case, each player needs to get 
at least a payoff of zero). 

Folk Theorem: Suppose  is feasible and 

individually rational. Then for , there is an 
equilibrium  such that the corresponding payoffs in 

this equilibrium approach . 

(π*1 , π*2 )
δ → 1

(σ*1 , σ*2 )
(π*1 , π*2 )

It turns out that these two necessary conditions are,  
in some sense, also sufficient: 

REVIEW ARTICLE NATURE HUMAN BEHAVIOUR

Classical strategies for the repeated PD
In absence of a universally optimal strategy, research has focused 
on identifying cooperative strategies that perform well in a broad 
range of scenarios40–50. The field owes much of its early momentum 
to Robert Axelrod, who invited experts to submit programmes to 
play the repeated PD in a computerized round-robin tournament40. 
The shortest programme, TFT, submitted by Anatol Rapoport4, 
achieved the highest average score, although it did not win any 

pairwise encounter. Axelrod attributed the success of TFT to four 
appealing properties: TFT is never the first to defect, it responds 
to defection by defecting, it returns to cooperation if the co-player 
does so and it is easy for other players to comprehend it. A recent 
mathematical analysis has shown that the simple imitation rule 
employed by TFT makes it ‘unbeatable’ in social dilemmas with 
two actions: against TFT, no opponent can achieve arbitrarily high 
payoff advantages51. But TFT is not as superior as these results  
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at least P can arise in equilibrium. d, In stochastic evolutionary dynamics, TFT can invade ALLD. A single TFT mutant can have a fixation probability that 
exceeds the neutral probability 1/N, where N is the population size34. Parameters: N!= !10, R!= !2, S!= !− 1, T!= !3, P!= !0 and δ!= !0.9.
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Fig. 2 | Eight strategies for the repeated PD. Each strategy is shown as a finite state automaton54. The coloured vertices indicate the player’s next action. 
The arrows represent transitions between states after each round. The black letters C and D represent the co-player’s action. The arrow from the left 
points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim cooperates until the co-player defects once, then it defects forever. 
d, TFT cooperates in the first round, then repeats what the co-player did in the previous round. e, TF2T is similar to TFT, but it takes two consecutive 
defections of the co-player for TF2T to retaliate. f, GTFT cooperates in the first round and if the co-player has cooperated in the previous round; it 
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the first round; then defects if both players have defected; cooperates with probabilities p1, p2 or p3 if the previous round was CC, CD or DC, respectively. 
These probabilities are chosen such that the two players’ payoffs are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two 
rounds; all other depicted strategies are memory-1 strategies.
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•In principle, the Folk theorem is good news for our 
quest to understand why people may cooperate in the 
prisoner’s dilemma. It implies that if individuals just 
interact sufficiently often (if  is sufficiently large), 
there are equilibrium strategies according to which 
players cooperate in every single round.

δ

•On the other hand, it is somewhat unsatisfactory: 

1. In some sense, there are too many equilibria  
(“anything goes”)

2. It remains unclear what strategy one should use  
in the repeated prisoner’s dilemma in general.



Direct reciprocity: Axelrod’s tournament 

Remark 2.10. Axelrod & Hamilton (1981)

•Robert Axelrod invited 14 researchers to submit 
strategies who would be pitted against each other in a 
round-robin tournament. 

•All participants knew the possible payoffs in each 
round, but they did not know how many rounds each 
game would take (this number was 200). 

•Some strategies were quite sophisticated.  

•The simplest (shortest) submitted strategy 
won the tournament:  Tit-for-Tat. 
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Figure 2: Eight strategies for the repeated prisoner’s dilemma. Each strategy is shown as a finite
state automaton55. The colored vertices indicate the player’s next action. The arrows represent transitions
between states after each round. The black letters C and D represent the co-player’s action. The arrow
from the left points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim
cooperates until the co-player defects once, then it defects forever. d, Tit for tat (TFT) cooperates in the
first round, then repeats what the co-player did in the previous round. e, Tit for two tats (TF2T) is similar
to TFT, but it takes two consecutive defections of the co-player for TF2T to retaliate. f, Generous Tit for
Tat cooperates in the first round and if the co-player has cooperated in the previous round; it cooperates
with probability q<q⇤ if the co-player has defected. The threshold q⇤ ensures that no other strategy can
invade (Box 2). g, Win Stay Lose Shift cooperates in the first round, and it repeats its own move if the
payoff was T or R; it switches to the other move if the payoff was P or S. h, An extortioner defects in
the first round; then defects if both players have defected; cooperates with probabilities p1, p2, p3 if the
previous round was CC, CD, or DC. These probabilities are chosen such that the two players’ payoffs
are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two rounds; all
other depicted strategies are memory-1 strategies.
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state automaton55. The colored vertices indicate the player’s next action. The arrows represent transitions
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from the left points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim
cooperates until the co-player defects once, then it defects forever. d, Tit for tat (TFT) cooperates in the
first round, then repeats what the co-player did in the previous round. e, Tit for two tats (TF2T) is similar
to TFT, but it takes two consecutive defections of the co-player for TF2T to retaliate. f, Generous Tit for
Tat cooperates in the first round and if the co-player has cooperated in the previous round; it cooperates
with probability q<q⇤ if the co-player has defected. The threshold q⇤ ensures that no other strategy can
invade (Box 2). g, Win Stay Lose Shift cooperates in the first round, and it repeats its own move if the
payoff was T or R; it switches to the other move if the payoff was P or S. h, An extortioner defects in
the first round; then defects if both players have defected; cooperates with probabilities p1, p2, p3 if the
previous round was CC, CD, or DC. These probabilities are chosen such that the two players’ payoffs
are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two rounds; all
other depicted strategies are memory-1 strategies.
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Round 1 Round 2 Round 3 Round 4 …

TFT C D D D … 

ALLD D D D D … 

Payoffs (-c,b) (0,0) (0,0) (0,0) …

Average payoffs:

πTFT = − (1 − δ)c

πALLD = (1 − δ)b

Round 1 Round 2 Round 3 Round 4 …

TFT C C C C … 

TFT C C C C … 

Payoffs (b-c,b-c) (b-c,b-c) (b-c,b-c) (b-c,b-c) …

Tit-for-Tat is a best response against itself  
if   > ,  or if  b − c (1 − δ)b δ > c/b .

πTFT = b − c

©          Nature Publishing Group1984



Direct reciprocity: Evolution of cooperation 

Remark 2.11. On Axelrod & Hamilton (1981)

•The paper by Axelrod & Hamilton has been hugely 
influential for the field. 

•More crucially, the results of such a tournament very 
much depend on the participating strategies. 

•However, Tit-for-Tat is sensitive to errors.

Rd. 1 Rd. 2 Rd. 3 Rd. 4 Rd. 5 …
TFT C C D* C D … 

TFT C C C D C … 

•It would be nice to have results for an unbiased 
strategy space. This strategy space should be 
sufficiently large to be interesting, but sufficiently 
small to be manageable. 

Remark 2.12. Memory-1 strategies

•Suppose players only condition their behavior on the 
outcome of the previous round. 

•The corresponding memory-1 strategies are vectors 
p = (p0, pCC, pCD, pDC, pDD) ∈ [0,1]5

•Examples: ALLD = (0,0,0,0,0); TFT = (1,1,0,1,0).

•Major advantage: Games among memory-1 players 
can be represented as a Markov chain. The states of 
this Markov chain are the four possible outcomes of a 
given round, (C,C), (C,D), (D,C), (D,D). 44 C. Hilbe et al. / Games and Economic Behavior 92 (2015) 41–52

M =

⎛

⎜⎜⎝

pCCqCC pCC(1 − qCC) (1 − pCC)qCC (1 − pCC)(1 − qCC)
pCDqDC pCD(1 − qDC) (1 − pCD)qDC (1 − pCD)(1 − qDC)
pDCqCD pDC(1 − qCD) (1 − pDC)qCD (1 − pDC)(1 − qCD)
pDDqDD pDD(1 − qDD) (1 − pDD)qDD (1 − pDD)(1 − qDD)

⎞

⎟⎟⎠ . (8)

But even if only one of the players is using a memory-one strategy p, there is still a powerful relationship between p and 
the resulting mean distribution v.

Lemma 1. Suppose player I applies a memory-one strategy p, and let the strategy of player II be arbitrary, but fixed.

(i) In the case with discounting (δ < 1), let v denote the mean distribution of the repeated game. Then

(δpCC − 1)vCC + (δpCD − 1)vCD + δpDC vDC + δpDD vDD = −(1 − δ)p0, (9)

or in vector notation, (δp̃ − g0) · v = −(1 − δ)p0 , where g0 = (1, 1, 0, 0).
(ii) In the case without discounting, we have

lim
τ→∞

1
τ + 1

τ∑

t=0

(p̃ − g0) · v(t) = 0. (10)

In particular, if the Cesaro mean distribution v exists, (p̃ − g0) · v = 0.

Proof. Suppose δ < 1, and let qI (t) denote the probability that player I cooperates in round t . Then qI (t) = g0 · v(t) and 
qI (t + 1) = p̃ · v(t). It follows that w(t) := δqI (t + 1) − qI (t) is given by

w(t) = (δp̃ − g0) · v(t). (11)

Multiplying each w(t) by (1 − δ)δt and summing up over t = 0, . . . , τ yields

(1 − δ)
∑τ

t=0δ
t w(t) = (1 − δ)

(
δqI (1) − qI (0) + δ2qI (2) − δqI (1) . . .

)

= (1 − δ)δτ+1qI (τ + 1) − (1 − δ)qI (0) → −(1 − δ)p0. (12)

On the other hand, due to Eq. (11),

(1 − δ)

τ∑

t=0

δt w(t) = (1 − δ)

τ∑

t=0

δt(δp̃ − g0) · v(t) → (δp̃ − g0) · v (13)

As both limits need to coincide, we have confirmed Eq. (9). For the case without discounting, an analogous calculation as in 
Eq. (12) yields

1
τ + 1

τ∑

t=0

w(t) → 0, (14)

whereas Eq. (13) becomes

1
τ + 1

τ∑

t=0

w(t) = 1
τ + 1

τ∑

t=0

(p̃ − g0) · v(t). (15)

It follows that the limit of 1
τ+1

∑τ
t=0(p̃ − g0). · v(t) for τ → ∞ exists and equals zero. ✷

It is worthwhile to stress the generality of Lemma 1: it neither makes any assumption on the strategy used by the 
co-player, nor does it depend on the specific payoff constraints of a prisoner’s dilemma. In the limiting case δ = 1, Lemma 1
allows a geometric interpretation: the mean distribution v (if it exists) is orthogonal to p̃ − g0 (see Akin, 2013).

3. Partner strategies and competitive strategies

Definition 2. A player’s strategy is nice, if the player is never the first to defect. A player’s strategy is cautious if the player 
is never the first to cooperate.

For memory-one strategies, nice strategies fulfill p0 = pCC = 1, and cautious strategies p0 = pDD = 0. As an example, the 
strategy TFT (1, 0, 1, 0; 1) is nice, whereas the defector’s strategy AllD (0, 0, 0, 0; 0) is cautious.

•In particular, for any pair of memory-1 strategies  
and , one can compute the players’ payoffs  
and .

p
q π1(p, q)
π2(p, q)



Direct reciprocity: Evolution among Memory-1 strategies 

Remark 2.13. Nowak and Sigmund (1993)

•Approach: Let evolution determine an “optimal” 
strategy, by running individual-based simulations.

•Consider a finite population of size N

•Initially, all players use random memory-1 strategies.

•Players obtain payoffs by playing the repeated 
prisoner’s dilemma with all other population members.

•Afterwards, players reproduce proportional to their 
fitness. In addition, mutations may introduce new 
strategies.

Win-stay Lose-shift WSLS = (1,1,0,0,1) 
Round 1: Cooperate 
All other rounds:  
- After obtaining b or b-c, do what you did last round 
- Otherwise do the opposite of what you did. 

© 1993 Nature  Publishing Group

•Result: Most simulations lead to Win-Stay Lose-Shift. 
This strategy is robust against errors, it can exploit 
unconditional cooperators, and it is a Nash 
equilibrium if b>2c. 

[For memory-k strategies, one can find generalised 

versions of this strategy that are stable for ]b >
k + 1

k
c



Direct reciprocity: Direct reciprocity and extortion

Remark 2.14. Press & Dyson (2012)

•By the 2010s, the field largely believed that the 
repeated prisoner’s dilemma almost naturally leads to 
the evolution of cooperation.

•However, then William Press and Freeman Dyson 
derived quite a surprising result. 

Iterated Prisoner’s Dilemma contains strategies that
dominate any evolutionary opponent
William H. Pressa,1 and Freeman J. Dysonb

aDepartment of Computer Science and School of Biological Sciences, University of Texas at Austin, Austin, TX 78712; and bSchool of Natural Sciences, Institute
for Advanced Study, Princeton, NJ 08540

Contributed by William H. Press, April 19, 2012 (sent for review March 14, 2012)

The two-player Iterated Prisoner’s Dilemma game is a model for
both sentient and evolutionary behaviors, especially including the
emergence of cooperation. It is generally assumed that there
exists no simple ultimatum strategy whereby one player can en-
force a unilateral claim to an unfair share of rewards. Here, we
show that such strategies unexpectedly do exist. In particular,
a player X who is witting of these strategies can (i) deterministi-
cally set her opponent Y’s score, independently of his strategy or
response, or (ii) enforce an extortionate linear relation between
her and his scores. Against such a player, an evolutionary player’s
best response is to accede to the extortion. Only a player with
a theory of mind about his opponent can do better, in which case
Iterated Prisoner’s Dilemma is an Ultimatum Game.

evolution of cooperation | game theory | tit for tat

Iterated 2 × 2 games, with Iterated Prisoner’s Dilemma (IPD) as
the notable example, have long been touchstone models for

elucidating both sentient human behaviors, such as cartel pricing,
and Darwinian phenomena, such as the evolution of cooperation
(1–6). Well-known popular treatments (7–9) have further estab-
lished IPD as foundational lore in fields as diverse as political
science and evolutionary biology. It would be surprising if any
significant mathematical feature of IPD has remained unde-
scribed, but that appears to be the case, as we show in this paper.
Fig. 1A shows the setup for a single play of Prisoner’s Dilemma

(PD). If X and Y cooperate (c), then each earns a reward R. If one
defects (d), the defector gets an even larger payment T, and the
naive cooperator gets S, usually zero. However, if both defect, then
both get a meager payment P. To be interesting, the game must
satisfy two inequalities: T > R > P > S guarantees that the Nash
equilibrium of the game is mutual defection, whereas 2R>T þ S
makes mutual cooperation the globally best outcome. The “con-
ventional values” ðT;R;P; SÞ ¼ ð5; 3; 1; 0Þ occur most often in the
literature. We derive most results in the general case, and indicate
when there is a specialization to the conventional values.
Fig. 1B shows an iterated IPD game consisting of multiple,

successive plays by the same opponents. Opponents may now
condition their play on their opponent’s strategy insofar as each
can deduce it from the previous play. However, we give each player
only a finitememory of previous play (10). Onemight have thought
that a player with longer memory always has the advantage over
a more forgetful player. In the game of bridge, for example,
a player who remembers all of the cards played has the advantage
over a player who remembers only the last trick; however, that is
not the case when the same game (same allowed moves and same
payoff matrices) is indefinitely repeated. In fact, it is easy to prove
(Appendix A) that, for any strategy of the longer-memory player Y,
shorter-memory X’s score is exactly the same as if Y had played
a certain shorter-memory strategy (roughly, the marginalization of
Y’s long-memory strategy: its average over states remembered by
Y but not by X), disregarding any history in excess of that shared
with X. This fact is important. We derive strategies for X assuming
that both players have memory of only a single previous move, and
the above theorem shows that this involves no loss of generality.
Longer memory will not give Y any advantage.

Fig. 1C, then, shows the most general memory-one game. The
four outcomes of the previous move are labeled 1; . . . ; 4 for the
respective outcomes xy ∈ ðcc; cd; dc; ddÞ, where c and d denote
cooperation and defection. X’s strategy is p ¼ ðp1; p2; p3; p4Þ, her
probabilities for cooperating under each of the previous out-
comes. Y’s strategy is analogously q ¼ ðq1; q2; q3; q4Þ for out-
comes seen from his perspective, that is, in the order of
yx ∈ ðcc; cd; dc; ddÞ. The outcome of this play is determined by
a product of probabilities, as shown in Fig. 1.

Methods and Results
Zero-Determinant Strategies. As is well understood (10), it is not
necessary to simulate the play of strategies p against q move by
move. Rather, p and q imply a Markov matrix whose stationary
vector v, combined with the respective payoff matrices, yields an
expected outcome for each player. (We discuss the possibility of
nonstationary play later in the paper.) With rows and columns of
the matrix in X’s order, the Markov transition matrix Mðp; qÞ
from one move to the next is shown in Fig. 2A.
Because M has a unit eigenvalue, the matrix M′ ≡ M− I is

singular, with thus zero determinant. The stationary vector v of
the Markov matrix, or any vector proportional to it, satisfies

vTM ¼ vT ; or vTM′ ¼ 0: [1]

Cramer’s rule, applied to the matrix M′, is

AdjðM′ÞM′ ¼ detðM′ÞI ¼ 0; [2]

where AdjðM′Þ is the adjugate matrix (also known as the classical
adjoint or, as in high-school algebra, the “matrix of minors”). Eq.
2 implies that every row of AdjðM′Þ is proportional to v.
Choosing the fourth row, we see that the components of v are
(up to a sign) the determinants of the 3 × 3 matrices formed from
the first three columns of M′, leaving out each one of the four
rows in turn. These determinants are unchanged if we add the
first column of M′ into the second and third columns.
The result of these manipulations is a formula for the dot

product of an arbitrary four-vector f with the stationary vector v
of the Markov matrix, v · f ≡ Dðp; q; fÞ, where D is the 4 × 4
determinant shown explicitly in Fig. 2B. This result follows from
expanding the determinant by minors on its fourth column and
noting that the 3 × 3 determinants multiplying each fi are just the
ones described above. What is noteworthy about this formula for
v · f is that it is a determinant whose second column,

~p≡ ð−1þ p1;−1þ p2; p3; p4Þ; [3]

is solely under the control of X; whose third column,
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Theorem: Consider an infinitely repeated prisoner’s dilemma 
with . Suppose there are constants  such that 
player 1 applies a memory-1 strategy  that satisfies 
 
                 
                 
                 
                 
 
Then, irrespective of player 2’s strategy, payoffs satisfy 

. Such a strategy  is called a zero-
determinant (ZD) strategy. 

δ = 1 α, β, γ
p

pCC = (α+β)(b−c) + γ + 1
pCD = − αc + βb + γ + 1
pDC = αb − βc + γ
pDD = γ

απ1 + βπ2 + γ = 0 p
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the host to be slow to evolve; for the parameters in Fig. 5B, the
resulting equilibrium allocates them, on average, a surplus more
than 10-fold larger than the surplus achieved by the symbionts.

Discussion
Our main results show that within one population, extortion
strategies can act as catalyzers for cooperation but prevail only if
the population size is very small, and that in interactions between
two populations, extortion can emerge if the rates of evolution
differ. This holds not only for the donation game (and therefore
whenever R+P=T + S) but in considerably more general con-
texts. In the last part of SI Text, we emphasize this robustness.
We could also assume that the players alternate their moves in
the donation game (27, 28) or that the underlying PD game is
asymmetrical (the definitions have to be modified in a straight-
forward way). As noted by Press and Dyson (10), some results
hold also for non-PD games; this deserves further investigation.
In orthodox game theory, strategy A dominates strategy B if A

yields at least the payoff of B no matter what the coplayer does.
When Press and Dyson (10) argue that extortioners dominate
their coplayers, they mean that no matter what the coplayer does,
the extortioner gets more. This is not quite the same, and we
display in SI Text (section 2) an example that highlights the dif-
ference. Adami and Hintze (12) stress a similar point in their title:
“Winning isn’t everything.” Moreover, when Press and Dyson
(10) speak of evolutionary players, they refer to players who adapt
their strategy in the course of an IPD game, whereas in evolu-
tionary game theory, it is the population that evolves. Thus, Press
and Dyson (10) analyzed ZD strategies in the context of classical
game theory, with two players locked in contest: Extortion strategies
play an important role in this context, as do the more orthodox
trigger strategies (3, 6). In the context of evolutionary game the-
ory, whole populations are engaged in the game. For a very small
population size, extortion strategies still offer good prospects. This

is not surprising, because the limiting case, a population size
M = 2, reduces to the scenario analyzed by Press and Dyson (10).
In larger populations (with our parameter values forM > 10), the
outcome is different. However, evolutionary game theory can
reflect features of classical game theory if the two interacting
players belong to two separate evolving populations.
Extortion strategies are only a small subset of ZD strategies.

We have seen that within large populations, the class of ZD strat-
egies is not favored by selection, in the sense that its neighborhood
is not visited disproportionally often. This does not preclude, of
course, that certain elements of the class are favored by selection.
Thus, generous TFT ð1; 1− c=b; 1; 1− c=bÞ does well, as do other
less known strategies. In particular, Stewart and Plotkin (11)
highlighted a class of strategies defined, instead of Eq. 3, by PI −
R= χðPII −RÞ (with χ > 1Þ). A player using this strategy does not
claim a larger portion of the surplus but a larger share of the loss
(relative to the outcome R of full cooperation). Remarkably, these
“compliant” strategies do as well as WSLS. They are the only ZD
strategies that are best replies against themselves.
In the study by Adami and Hintze (12), the evolutionary sta-

bility of several ZD strategies was tested by replicator dynamics
and agent-based simulations, which independently confirm the
result that these strategies do not prevail in large populations. They
used a population size of M = 1,024, and payoff values of R= 3,
S= 0, T = 5, and P= 1 (i.e., a PD game that cannot be reduced to
a donation game). Adami and Hintze (12) also discuss the evolu-
tionary success of “tag-based” strategies, which use extortion only
against those opponents who do not share their tag. These strat-
egies are not memory-one strategies because they depend not only
on the previous move; rather, they use memory-one strategies in
specific contexts, which depend on the tag. Such a tag is an addi-
tional trait that has to evolve and risks being faked.
In interactions between different populations, a cheater-proof

tag is provided for free and extortion may accordingly evolve.
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Fig. 5. Evolution of extortion in host–symbiont interactions. The graphs show two typical simulation runs for a population of 40 hosts, with each having a sub-
population of 20 symbionts. For each simulation run, one graph (Upper) shows the average payoff for each population, whereas the other graph (Lower) shows the
Euclidean distance of each population to the set of extortioners (which can be 1.5275 at most). In the initial population, all individuals cooperate unconditionally.
Further evolution depends on the RER. (A) If RER= 1, both species converge towardAll D and no population is able to extort the other. (B) For RER= 200, symbionts
evolvemuchmorequickly. In the short term, they can thus increase their average payoff by switching to a noncooperative strategy.However, in the long term, hosts
apply extortion strategies to force their symbionts to cooperate. Eventually, the hosts’ payoff exceeds b− c, whereas the symbionts’ payoff is close to zero. Tomodel
the evolutionary process, we followed themethod of Damore and Gore (26).Whenever a symbiont reproduces, its offspring remains associatedwith the same host.
Whenever the host reproduces, the new host offspring acquires its symbionts from other hosts (horizontal transmission). Mutations occur with probability μ= 0:05,
by addingGaussiannoise to an entry of thememory-one strategy of the parent (σ = 0:05). The process is run for 2,000 host generations (corresponding tomore than
106 reproduction events for RER = 1 and more than 3× 108 reproduction events for RER = 200). The other parameters are b= 3, c= 1, and s= 10.
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Evolution with two populations

Direct reciprocity: Evolution of extortion

Remark 2.15. Can extortion evolve?

•One can repeat the individual-based simulations of 
Nowak and Sigmund to check for which parameters 
we would observe the evolution of extortion. 

•To this end, one can record how often players would 
choose a strategy in the neighbourhood of 
extortionate strategies. 

•The paper considers two evolutionary scenarios: 
evolution within one population, and evolution among 
two co-evolving populations (who may evolve at 
different rates). 

•Result: Extortion only evolves when populations are 
small, or when two populations interact and one 
population evolves at a much slower rate (“Red king 
effect”)

the host to be slow to evolve; for the parameters in Fig. 5B, the
resulting equilibrium allocates them, on average, a surplus more
than 10-fold larger than the surplus achieved by the symbionts.

Discussion
Our main results show that within one population, extortion
strategies can act as catalyzers for cooperation but prevail only if
the population size is very small, and that in interactions between
two populations, extortion can emerge if the rates of evolution
differ. This holds not only for the donation game (and therefore
whenever R+P=T + S) but in considerably more general con-
texts. In the last part of SI Text, we emphasize this robustness.
We could also assume that the players alternate their moves in
the donation game (27, 28) or that the underlying PD game is
asymmetrical (the definitions have to be modified in a straight-
forward way). As noted by Press and Dyson (10), some results
hold also for non-PD games; this deserves further investigation.
In orthodox game theory, strategy A dominates strategy B if A

yields at least the payoff of B no matter what the coplayer does.
When Press and Dyson (10) argue that extortioners dominate
their coplayers, they mean that no matter what the coplayer does,
the extortioner gets more. This is not quite the same, and we
display in SI Text (section 2) an example that highlights the dif-
ference. Adami and Hintze (12) stress a similar point in their title:
“Winning isn’t everything.” Moreover, when Press and Dyson
(10) speak of evolutionary players, they refer to players who adapt
their strategy in the course of an IPD game, whereas in evolu-
tionary game theory, it is the population that evolves. Thus, Press
and Dyson (10) analyzed ZD strategies in the context of classical
game theory, with two players locked in contest: Extortion strategies
play an important role in this context, as do the more orthodox
trigger strategies (3, 6). In the context of evolutionary game the-
ory, whole populations are engaged in the game. For a very small
population size, extortion strategies still offer good prospects. This

is not surprising, because the limiting case, a population size
M = 2, reduces to the scenario analyzed by Press and Dyson (10).
In larger populations (with our parameter values forM > 10), the
outcome is different. However, evolutionary game theory can
reflect features of classical game theory if the two interacting
players belong to two separate evolving populations.
Extortion strategies are only a small subset of ZD strategies.

We have seen that within large populations, the class of ZD strat-
egies is not favored by selection, in the sense that its neighborhood
is not visited disproportionally often. This does not preclude, of
course, that certain elements of the class are favored by selection.
Thus, generous TFT ð1; 1− c=b; 1; 1− c=bÞ does well, as do other
less known strategies. In particular, Stewart and Plotkin (11)
highlighted a class of strategies defined, instead of Eq. 3, by PI −
R= χðPII −RÞ (with χ > 1Þ). A player using this strategy does not
claim a larger portion of the surplus but a larger share of the loss
(relative to the outcome R of full cooperation). Remarkably, these
“compliant” strategies do as well as WSLS. They are the only ZD
strategies that are best replies against themselves.
In the study by Adami and Hintze (12), the evolutionary sta-

bility of several ZD strategies was tested by replicator dynamics
and agent-based simulations, which independently confirm the
result that these strategies do not prevail in large populations. They
used a population size of M = 1,024, and payoff values of R= 3,
S= 0, T = 5, and P= 1 (i.e., a PD game that cannot be reduced to
a donation game). Adami and Hintze (12) also discuss the evolu-
tionary success of “tag-based” strategies, which use extortion only
against those opponents who do not share their tag. These strat-
egies are not memory-one strategies because they depend not only
on the previous move; rather, they use memory-one strategies in
specific contexts, which depend on the tag. Such a tag is an addi-
tional trait that has to evolve and risks being faked.
In interactions between different populations, a cheater-proof

tag is provided for free and extortion may accordingly evolve.
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Fig. 5. Evolution of extortion in host–symbiont interactions. The graphs show two typical simulation runs for a population of 40 hosts, with each having a sub-
population of 20 symbionts. For each simulation run, one graph (Upper) shows the average payoff for each population, whereas the other graph (Lower) shows the
Euclidean distance of each population to the set of extortioners (which can be 1.5275 at most). In the initial population, all individuals cooperate unconditionally.
Further evolution depends on the RER. (A) If RER= 1, both species converge towardAll D and no population is able to extort the other. (B) For RER= 200, symbionts
evolvemuchmorequickly. In the short term, they can thus increase their average payoff by switching to a noncooperative strategy.However, in the long term, hosts
apply extortion strategies to force their symbionts to cooperate. Eventually, the hosts’ payoff exceeds b− c, whereas the symbionts’ payoff is close to zero. Tomodel
the evolutionary process, we followed themethod of Damore and Gore (26).Whenever a symbiont reproduces, its offspring remains associatedwith the same host.
Whenever the host reproduces, the new host offspring acquires its symbionts from other hosts (horizontal transmission). Mutations occur with probability μ= 0:05,
by addingGaussiannoise to an entry of thememory-one strategy of the parent (σ = 0:05). The process is run for 2,000 host generations (corresponding tomore than
106 reproduction events for RER = 1 and more than 3× 108 reproduction events for RER = 200). The other parameters are b= 3, c= 1, and s= 10.
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WSLS always gets a higher payoff than Eχ if M > 1+ χ). Thus, in
large populations, extortioners and TFT players tip the mutation-
selection balance toward WSLS, and therefore increase the level
of cooperation. Further expansion of the strategy space through
adding All C has only a small effect on the steady state (Fig. 3 D
and E), slightly favoring extortioners.
What happens when players are not restricted to the five spe-

cific strategies considered so far but can choose among all possible
memory-one strategies? We study this by using the stochastic
evolutionary dynamics of Imhof and Nowak (22), assuming that
mutants can pick up any memory-one strategy, with a uniform
probability distribution on the 4D unit cube. We further assume
that the mutant reaches fixation, or is eliminated, before the next
mutation occurs. Overall, this stochastic process leads to a se-
quence of monomorphic populations. The evolutionary impor-
tance of a given strategy can then be assessed by computing how
often the state of the population is in its neighborhood. For a
subset A of the set of memory-one strategies, we denote the
δ-neighborhood of A (with respect to Euclidean distance) by Aδ,
and let μðAδÞ denote the fraction of time that the evolving pop-
ulation visits Aδ. We say that Aδ is favored by selection if the
evolutionary process visits Aδ more often than expected under
neutral evolution, [i.e., if μðAδÞ is larger than the volume of the
intersection of Aδ with the unit cube of all memory-one strate-
gies]. We apply this concept to A=ZD; EQ; EX .
Extensive simulations indicate that neither extortioners nor

equalizers or ZD strategies are favored by selection if the pop-
ulation is reasonably large (Fig. 4A). By contrast, very small
population sizes promote the selection of these behaviors. For
extortioners, this result is intuitive: In small populations, the fact
that self-interactions are excluded yields greater weight to inter-
actions with players using the rival strategy rather than inter-
actions with players using one’s own strategy (19); this effect may
even result in the evolution of spite (24, 25). We address this point
in more detail in SI Text (section 2). Essentially, both extortioners
and equalizers suffer from not achieving maximal payoff b− c
against themselves, which causes their inherent instability, as also
stressed by Adami and Hintze (12). The same holds for most ZD
strategies. By contrast, WSLS players do well against their like,
and therefore prevail in the evolutionary dynamics for long periods
if the population size is large, at least when b> 2c or, for more
general PD games, when 2R>T +P (15) (Fig. 4B). As a (possibly
surprising) consequence, larger populations also yield higher

average payoffs (Fig. 4C). In SI Text, we show that these quali-
tative results are robust with respect to changes in parameter
values, such as benefits and costs or the strength of selection.
Hence, extortion is disfavored by evolution as soon as the pop-
ulation size exceeds a critical level.

Extortion Between Two Populations. Let us now consider two spe-
cies (e.g., hosts and their symbionts) or two classes of a single
species (e.g., old and young, buyers and sellers, rulers and sub-
jects) engaged in an IPD game, which, of course, is now unlikely
to be symmetrical. In such situations, extortioners may evolve even
in large populations. Indeed, extortioners provide incentives to
cooperate: As shown by Press and Dyson (10), All C is always a
best response to an extortion strategy. In a single population of
homogeneous players, this is not turned to advantage, because
the extortioners’ success leads to more interactions with their own
kind. If extortioners evolve in one of two separate populations,
they will not have to interact with coplayers of their own kind.
Nevertheless, their success may be short-lived because they will be
tempted to adopt the even more profitable All D strategy as a
reaction to the All C coplayers who they have produced, which, in
turns, leads to the disappearance of the All C players.
Extortioners can only achieve a lasting (rather than short-lived)

success if the rate of adaptation for the host population is much
slower than that for the symbionts. To elucidate this point, we
extend our previous analysis by revisiting a coevolutionary model
of Damore and Gore (26). These authors consider host–symbiont
interactions where each host interacts with its own subpopulation
of endosymbionts. Let us assume that these interactions are given
by an IPD game. Members of both species reproduce with a
probability proportional to their fitness (which is an increasing
function of their payoffs) by replacing a randomly chosen organ-
ism of their species. However, the two populations of hosts and
symbionts may evolve on different time scales, as measured by
their relative evolutionary rate (RER). For an RER of 1, hosts
and symbionts evolve at a similar pace in the evolutionary arms
race and no population is able to extort the other (Fig. 5A). This
changes drastically as soon as we increase the RER, by allowing
symbionts to adapt more quickly. Fast adaptation results in a short-
term increase of the symbionts’ payoffs, because they can quickly
adjust to their respective host. In the long term, however, this in-
duces hosts to adopt extortion strategies (Fig. 5B), thereby forcing
their symbionts to cooperate. Thus, it pays off in the long run for
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Iterated games are a fundamental component of economic and
evolutionary game theory. They describe situations where two
players interact repeatedly and have the ability to use conditional
strategies that depend on the outcome of previous interactions,
thus allowing for reciprocation. Recently, a new class of strategies
has been proposed, so-called “zero-determinant” strategies. These
strategies enforce a fixed linear relationship between one’s own
payoff and that of the other player. A subset of those strategies
allows “extortioners” to ensure that any increase in one player’s
own payoff exceeds that of the other player by a fixed percentage.
Here, we analyze the evolutionary performance of this new class of
strategies. We show that in reasonably large populations, they can
act as catalysts for the evolution of cooperation, similar to tit-for-
tat, but that they are not the stable outcome of natural selection. In
very small populations, however, extortioners hold their ground.
Extortion strategies do particularly well in coevolutionary arms
races between two distinct populations. Significantly, they benefit
the population that evolves at the slower rate, an example of the
so-called “Red King” effect. This may affect the evolution of inter-
actions between host species and their endosymbionts.

replicator dynamics | adaptive dynamics

The Iterated Prisoner’s Dilemma (IPD) has a long history as a
model for the cultural and biological evolution of coopera-

tion (1–9). A new class of so-called “zero-determinant” (ZD)
strategies has recently attracted considerable attention (10–12).
Such strategies allow players to enforce a linear relation unilat-
erally between one player’s own payoff and the coplayer’s payoff.
A subset consists of the so-called “equalizer” strategies, which
assign to the coplayer’s score a predetermined value, independent
of the coplayer’s strategy (13). Another subset consists of the
extortion strategies, which guarantee that one player’s own sur-
plus exceeds the coplayer’s surplus by a fixed percentage. Press
and Dyson (10) have explored the power of ZD strategies to
manipulate any “evolutionary” opponent (i.e., any coplayer able to
learn and to adapt).
In Stewart and Plotkin’s (11) commentary to the article by

Press and Dyson (10), they ask: “What does the existence of ZD
strategies mean for evolutionary game theory: Can such strate-
gies naturally arise by mutation, invade, and remain dominant
in evolving populations?” In evolutionary game theory, it is
the population that adapts: More and more players switch to the
more successful strategies. From the outset, it may seem that the
opportunities for extortion strategies are limited. If a strategy is
successful, it will spread, and therefore bemore likely to bematched
against its like, but any two extortioners hold each other down to
surplus zero. In a homogeneous population of extortioners, it is
thus better to deviate by cooperating. Extortion is therefore evo-
lutionarily unstable (12). However, we shall see that if the two
players engaged in an IPD game belong to distinct populations, the
evolutionary prospects of extortion improve significantly.
In the following, we investigate the impact of ZD strategies on

evolutionary game theory. We show that in large, well-mixed
populations, extortion strategies can play an important role, but
only as catalyzers for cooperation and not as a long-term outcome.
However, if the IPD game is played between members of two

separate populations evolving on different time scales, extortion
strategies can get the upper hand in whichever population evolves
more slowly and enable it to enslave the other population, an
interesting example of the so-called “Red King” effect (14).
The Prisoner’s Dilemma (PD) game is a game between two

players I and II having two strategies each, which we denote by C
(“to cooperate”) and D (“to defect”). It is assumed that the
payoff for two cooperating players, R, is larger than the payoff
for two defecting players, P. If one player cooperates and the
other defects, the defector’s payoff T is larger than R and the
cooperator’s payoff S is smaller than P. Thus, the game is defined
by T >R>P> S. An important special case is the so-called
“donation game,” where each player can “cooperate” (play C) by
providing a benefit b to the other player at his or her cost c, with
0< c< b. Then, T = b, R= b− c, P= 0, and S= − c.
In the IPD game, the two players are required to play an

infinite number of rounds, and their payoffs PI respectively (resp.)
PII are given by the limit in the mean of the payoffs per round. An
important class of strategies consists of so-called “memory-one”
strategies. They are given by the conditional probabilities pR; pS; pT ,
and pP to play C after experiencing outcome R; S;T resp. P in the
previous round. [In addition, such a strategy has to specify the
move in the first round, but this has only a transient effect and
plays no role in the long run (15)]. An important class of memory-
one strategies consists of reactive strategies, which only depend on
the coplayer’s move in the previous round (not one’s own move).
Then, pR = pT =: p and pP = pS =: q, such that a reactive strategy
corresponds to a point ðp; qÞ in the unit square (16).
We will first define and characterize ZD strategies, equalizers,

and extortioners. We then investigate, in the context of evolu-
tionary game theory, the contest between extortioners and four
of the most important memory-one strategies. We will show that
extortion cannot be an outcome of evolution but can catalyze the
emergence of cooperation. The same result will then be obtained
if we consider all memory-one strategies. Hence, extortion
strategies can only get a foothold if the population is very small.
If the IPD game is played between members of two distinct
populations, ZD strategies can emerge in the population that
evolves more slowly. In particular, extortion strategies can allow
host species to enslave their endosymbionts.

Methods and Results
Definitions. Press and Dyson (10) define the class of ZD strategies
as those memory-one strategies ðpR; pT ; pS; pPÞ satisfying, for
some real values α; β; γ, the equations

pR − 1= αR+ βR+ γ [1A]
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Direct reciprocity: Extortion in the lab

Remark 2.16. How do humans react to extortion?
•Another interesting question: Do humans use 

extortionate strategies? 

•However, this question is difficult to test: when you let 
participants interact in the repeated prisoner’s 
dilemma, you can only observe what they do (their 
actions), but not how their general rule to choose 
actions (their strategies). 

• Instead one could ask: How do humans react to 
extortionate strategies? Is it profitable to use extortion 
against human participants?  

- Participants played against a computer program that  
implemented an extortionate or a generous strategy

•Setup of the experiment:   

- 60 participants played for 60 rounds
Cooperate Defect

Cooperate 0.30 Euro 0.00 Euro

Defect 0.50 Euro 0.10 Euro

•Predictions:   

1. Computer vs Humans: 
In the treatment with extortion, the computer should 
get a higher payoff than the participants. In the 
treatment with generosity, the human participants 
should get the higher payoff. 

2. Dynamics of cooperation: 
In all treatments, the best response for humans is to 
cooperate in every round. Hence we would expect a 
general trend towards cooperation in all treatments.

3. Extortion vs generosity: 
If humans indeed learn to cooperate in all treatments, 
the extortionate program should get higher payoffs 
than the generous program. 
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Direct reciprocity: Extortion in the lab

Remark 2.16. Human reactions to extortion (continued)

Prediction 1 (Computer vs Humans) 
In the treatment with extortion, the computer should get a higher payoff than the participants. In 
the treatment with generosity, the human participants should get the higher payoff. 
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Extortion is the practice of obtaining advantages through explicit forces and threats. Recently,

it was demonstrated that even the repeated prisoner’s dilemma, one of the key models to

explain mutual cooperation, allows for implicit forms of extortion. According to the theory,

extortioners demand and receive an excessive share of any surplus, which allows them to

outperform any adapting co-player. To explore the performance of such strategies against

humans, we have designed an economic experiment in which participants were matched

either with an extortioner or with a generous co-player. Although extortioners succeeded

against each of their human opponents, extortion resulted in lower payoffs than generosity.

Human subjects showed a strong concern for fairness: they punished extortion by refusing to

fully cooperate, thereby reducing their own, and even more so, the extortioner’s gains. Thus,

the prospects of extorting others in social relationships seem limited; in the long run,

generosity is more profitable.

DOI: 10.1038/ncomms4976 OPEN

1 Evolutionary Theory Group, Max-Planck-Institute for Evolutionary Biology, August-Thienemann-Strasse 2, 24306 Plön, Germany. 2 Program for Evolutionary
Dynamics, Harvard University, One Brattle Square, Cambridge, Massachusetts 02138, USA. 3 Department of Evolutionary Ecology, Max-Planck-Institute for
Evolutionary Biology, August-Thienemann-Strasse 2, 24306 Plön, Germany. Correspondence and requests for materials should be addressed to C.H. (email:
hilbe@fas.harvard.edu).

NATURE COMMUNICATIONS | 5:3976 | DOI: 10.1038/ncomms4976 | www.nature.com/naturecommunications 1

& 2014 Macmillan Publishers Limited. All rights reserved.

0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.1

0.2

0.3

0.4

0.5

Payoff ZD strategy 

P
a

yo
ff

 h
u

m
a

n
 

(R,R)

(P,P)

(T,S)

(S,T)

Strong extortion

0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.1

0.2

0.3

0.4

0.5

Payoff ZD strategy 

P
a

yo
ff

 h
u

m
a

n
 

(R,R)

(P,P)

(T,S)

(S,T)

Mild extortion

0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.1

0.2

0.3

0.4

0.5

Payoff ZD strategy 

P
a

yo
ff

 h
u

m
a

n
 

(R,R)

(P,P)

(T,S)

(S,T)

Mild generosity

0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.1

0.2

0.3

0.4

0.5

Payoff ZD strategy 

P
a

yo
ff

 h
u

m
a

n
 

(R,R)

(P,P)

(T,S)

(S,T)

Strong generosity



Direct reciprocity: Extortion in the lab

Remark 2.16. Human reactions to extortion (continued)

Prediction 2 (Dynamics of cooperation) 
In all treatments, the best response for humans is to 
cooperate in every round. Hence we would expect a 
general trend towards cooperation in all treatments.
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Figure 3 | Human cooperation rates over the course of the game. The graph shows the fraction
of cooperating human subjects for each round for the two generosity treatments and the two ex-
tortion treatments. Dots represent the outcome of the experiment, with the shaded areas depicting
the 95 % confidence interval. Both curves start with cooperation rates around 30-40 %. However,
for the generous strategies we find a significant trend towards more cooperation, whereas for the
extortionate strategies the average cooperation rates remain stable.

as the different ZD strategies provide similar incentives for their human co-players to co-

operate (as indicated by the matching slope values in Table 1). However, a comparison

of the human decisions over the course of the game suggests that the treatments followed

a different dynamical pattern (Fig. 3). Generous ZD strategies were more successful in

motivating their human co-players towards more cooperation: in the two generous treat-

ments, humans had a cooperation rate of 53.0 % during the first ten rounds, as compared

to 76.0 % during the last ten rounds (Wilcoxon matched-pairs signed-rank test, nG = 30,

Z = 3.161, p = 0.002). In contrast, when paired with an extortionate ZD strategy, the

cooperation rate of human subjects only slightly increased from 30.3 % during the first 10

rounds to 39.7 % during the last ten rounds (this increase was not significant, Wilcoxon

matched-pairs signed-rank test, nE = 30, Z = 1.131, p = 0.258).

7

Prediction 3 (Extortion vs generosity) 
In all treatments, the best response for humans is to 
cooperate in every round. Hence we would expect a 
general trend towards cooperation in all treatments.
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Figure 1 | Average payoffs across the four treatments for humans (empty bars) and the ZD
strategies implemented by the computer program (filled bars). In line with the theory, extor-
tioners succeed against their human co-players, whereas generous ZD strategies lag behind their
human opponents. Error bars indicate the 95 % confidence interval. Three stars indicate signif-
icance at the level ↵ = 0.001, and one star means significance for ↵ = 0.05 (using Wilcoxon
matched-pairs signed-rank tests). We considered each game of the computer program against a
human co-player as our statistical unit, and we used two-tailed tests throughout.

whereas the human subjects earned on average ⇡̃ES = e 0.128 (Wilcoxon matched-pairs

signed-rank test, nES = 16 human co-players, Z = 3.523, p < 0.001). Similarly, the

mildly extortionate ZD strategy received a payoff of ⇡EM = e 0.208, which clearly ex-

ceeds the mean payoff of the human opponents, ⇡̃EM =e 0.165 (Wilcoxon matched-pairs

signed-rank test, nEM = 14, Z = 3.181, p = 0.001).

Conversely, in the two generosity treatments human subjects had the upper hand, as

expected. In the mild generosity treatment, the ZD strategy earned ⇡GM = e 0.235, as

compared to the human subjects’ mean payoff ⇡̃GM = e 0.260 (Wilcoxon matched-pairs

signed-rank test, nGM = 14, Z = �2.527, p = 0.012). Lastly, the strong generosity

treatment resulted in an average payoff of ⇡GS = e 0.237 for the ZD strategy, and ⇡̃GS =

e 0.280 for the human co-players (Wilcoxon matched-pairs signed-rank test, nGS = 16,

5



Direct reciprocity: Extortion in the lab

Remark 2.16. Human reactions to extortion (continued)

Interpretation: 
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• A possible explanation for these patterns is that human participants had a strong preference for fair 
outcomes. In the generosity treatments, payoff-maximisation and fairness are aligned. In the 
extortion treatments, they are mis-aligned.

• In line with this interpretation, the effect vanishes if human participants receive information about the 
nature of their opponent before the experiment. 



Some things you should have learned today:

Summary

1. We have used our techniques (Defining a game, characterizing Nash 
equilibria, evolutionary dynamics) to explore why people may 
cooperate. 

2. One mechanism for cooperation is direct reciprocity. It is based on the 
intuition that cooperation can in fact be a profitable strategy when people 
interact repeatedly (no conscious decision-making required!)

3. Extortionate (zero-determinant) strategies have interesting mathematical 
properties, but against humans they don’t pay. 
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Figure 2: Eight strategies for the repeated prisoner’s dilemma. Each strategy is shown as a finite
state automaton55. The colored vertices indicate the player’s next action. The arrows represent transitions
between states after each round. The black letters C and D represent the co-player’s action. The arrow
from the left points at the initial state. a, ALLD always defects. b, ALLC always cooperates. c, Grim
cooperates until the co-player defects once, then it defects forever. d, Tit for tat (TFT) cooperates in the
first round, then repeats what the co-player did in the previous round. e, Tit for two tats (TF2T) is similar
to TFT, but it takes two consecutive defections of the co-player for TF2T to retaliate. f, Generous Tit for
Tat cooperates in the first round and if the co-player has cooperated in the previous round; it cooperates
with probability q<q⇤ if the co-player has defected. The threshold q⇤ ensures that no other strategy can
invade (Box 2). g, Win Stay Lose Shift cooperates in the first round, and it repeats its own move if the
payoff was T or R; it switches to the other move if the payoff was P or S. h, An extortioner defects in
the first round; then defects if both players have defected; cooperates with probabilities p1, p2, p3 if the
previous round was CC, CD, or DC. These probabilities are chosen such that the two players’ payoffs
are on a line (Fig. 3a). TF2T requires the player to remember the outcome of the past two rounds; all
other depicted strategies are memory-1 strategies.
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