
Yesterday’s class (March 11, 2025)

An overview 

Today’s classes (March 12, 2025)

• An introduction to evolutionary game theory 
(Replicator dynamics, games in finite populations)

• Evolution of cooperation & direct reciprocity

• Social norms & indirect reciprocity

Tomorrow’s class (March 13, 2025)

• Some current research: Reciprocity in complex environments
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Evolution of cooperation: A Review 

Remark 3.1. Evolution of cooperation

• In theoretical biology, cooperation is often interpreted 
as a costly behavior that benefits someone else. 

•These instances of cooperation are difficult to explain 
when we think that cooperation is properly modelled 
by a (one-shot) prisoner’s dilemma.

•Instead, instances of cooperation may be driven by kin 
selection, group selection, direct reciprocity, additional 
incentives (reward and punishment), etc. 

•This morning, we focussed on direct reciprocity; people 
are more cooperative when we interact repeatedly. 

•However, people sometimes engage in interactions 
with others they hardly know. In that case, they often 
rely on reputations. One idea: people cooperate 
because of social norms.

Remark 3.2. Social norms

• There are many kinds of social norms out there.

• Such norms consist of rules that determine what people 
ought to do in certain situations, and what 
consequences misbehaviour should have.

• Social norms change in time. Beneficial norms, and 
norms that are easily enforced tend to stay. Others go. 

We can explore the evolution of norms with 
evolutionary game theory. 
⇒

• Are there stable social norms that prevent people from 
defecting in the prisoner’s dilemma? 



Evolution of Indirect reciprocity: Image Scoring 

Remark 3.3. Image scoring (Nowak & Sigmund 1998)

• Consider a population with  individualsn
• In each time step, two individuals are randomly 

chosen. One individual is randomly determined to 
be the donor. The other individual is the recipient. 

• Donors decide whether or not to pay a cost  to 
deliver a benefit  to the recipient. 

c>0
b>c

• The donor’s action affects the donor’s image score (an 
integer). Every time the donor cooperates, the score 
goes up by one. Every time the donor defects, the 
score goes down by one. Scores are restricted to [-5,5].

• Here a donor’s strategy takes the form of a threshold, 
that determines the minimum score  that the 
co-player needs to have for the donor to cooperate. 

k ∈ [−5,6]

• Unconditional defectors would use the maximum .  
Unconditional cooperators would use the minimum .

k
k

– 4–

Figure 2. Long-term evolution of indirect reciprocity under mutation and selection. We perform
the same computer simulation as in figure 1, but include mutation: there is a probability of
0.001 that an offspring does not act like its parent, but uses another randomly chosen strategy.
We observe endless cycles of cooperation and defection. Cooperative populations are relatively
stable if they consist of discriminating strategies such as k = 0 or −1. But after some time these
populations get undermined (through random drift) by strategies such as k = −4 or −5 which
are too cooperative. Then defectors, k = 4 or 5, can invade, which in turn can be overcome by
stern discriminators again. In the long run, cooperation is harmed by unconditional cooperators,
because they enable defectors to invade. In the absence of unconditional cooperators, cooperative
populations persist much longer. (a) The average k-value of the population. (b) The average
payoff per individual, per generation. (c) Frequency distribution of strategies sampled over many
generations (t = 107). Parameter values: as for figure 1, but m = 300 rounds per generation.

• What value of  would emerge if individuals update 
their strategies according to an evolutionary process?
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Remark 3.5. Searching for stable cooperative social norms

• Ohtsuki & Iwasa (2004) considered a model in which 
individuals can either have a good or a bad reputation 
(i.e., there are only two possible scores). 
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Abstract

Theory of indirect reciprocity is important in explaining cooperation between humans. Since a partner of a social interaction often
changes, an individual should assess his partner by using social information such as reputation and make decisions whether to help
him or not. To those who have ‘good’ social reputation does a player give aid as reciprocation, whereas he has to refuse to help those
who have ‘bad’ reputation. Otherwise benefits of altruism is easily exploited by them. Little has been known, however, about the
definition of ‘goodness’ in reputation. What kind of actions are and should be regarded as good and what kind of actions bad? And
what sort of goodness enables sustaining exchange of altruism? We herein challenge this question with an evolutionary perspective.
We generalize social reputation as ‘Honor-score’ (H-score) and examine the conditions under which individuals in a group stably
maintain cooperative relationships based on indirect reciprocity. We examine the condition for evolutionarily stable strategies
(ESSs) over 4096 possible cases exhaustively. Mathematical analysis reveals that only eight cases called ‘leading eight’ are crucial to
the evolution of indirect reciprocity. Each in the leading eight shares two common characteristics: (i) cooperation with good persons
is regarded as good while defection against them is regarded as bad, and (ii) defection against bad persons should be regarded as a
good behavior because it works as sanction. Our results give one solution to the definition of goodness from an evolutionary
viewpoint. In addition, we believe that the formalism of reputation dynamics gives general insights into the way social information is
generated, handled, and transmitted in animal societies.
r 2004 Elsevier Ltd. All rights reserved.

Keywords: Indirect reciprocity; Reputation dynamics; Goodness; Leading eight; ESS

1. Introduction

Humans are distinct in their social ability to get along
with others. It is true that eusocial animals such as
honeybees or wasps are prominently social, but their well-
organized societies are based upon close kinship among
individuals. Humans, on the other hand, exhibit remark-
able cooperative tendency towards unrelated individuals.

Indirect reciprocity (Alexander, 1987; Fehr and
Fischbacher, 2003, Nowak and Sigmund, 1998b) gives
one clear-cut explanation of how this preference for

cooperation has evolved. When an individual behaves
altruistically towards another, he suffers the cost of the
help, such as time, energy, or risks, hence his action does
not seem to pay for the moment. However, if a third
person who knows of his good deed recompenses him
with cooperation, the cost he paid will be cancelled, and
consequently he may result in getting positive net
benefit. Indirect reciprocity differs from direct recipro-
city or reciprocal altruism (Trivers, 1971) in that the
donor of the help receives the return not from the
beneficiary himself but from another individual. Due to
this nature of indirect reciprocity, the availability of
social information on each individual is necessary in
order to sustain cooperation. Without such information
individuals cannot discriminate cooperative persons
from cheaters or social parasites, who enjoy benefit of
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Remark 3.4. Instability of Image Scoring

• Leimar & Hammerstein (2001): Image scoring cannot 
be a stable strategy. Even if the co-player has a bad 
score, individuals may wish to cooperate in order to 
maintain their own reputation. 
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• Major insight: To maintain cooperation, a population’s 
reputation system should differentiate between 
justified and unjustified defections.  
That is, when assessing someone’s action, one should 
not only take into account what that person did, but 
also to whom. 

• However, they allow for more complex social norms. 
These norms consist of two components .(α, β)

• The first component is called the social norm’s 
assessment rule. It determines how observers update a 
donor’s reputation: 

α=(αgCg, αgCb, αbCg, αbCb, αgDg, αgDb, αbDg, αbDb)∈{0,1}8

• The second component is called the action rule. It 
determines how donors make their decision whether or 
not to cooperate with a given recipient

β=(βgg, βgb, βbg, βbb)∈{0,1}4

• In principle, this gives rise to  possible 
social norms to consider. 

212 = 4,096

Evolution of Indirect reciprocity: Image Scoring, revisited 



Evolution of indirect reciprocity: Ohtsuki & Iwasa (2004) 

Remark 3.6. Examples of third-order norms
• Unconditional cooperators (ALLD) 

(αgCg, αgCb, αbCg, αbCb, αgDg, αgDb, αbDg, αbDb) = (0,0,0,0,0,0,0,0)

(βgg, βgb, βbg, βbb) = (0,0,0,0)
• Unconditional cooperators (ALLC) 

(αgCg, αgCb, αbCg, αbCb, αgDg, αgDb, αbDg, αbDb) = (1,1,1,1,1,1,1,1)

(βgg, βgb, βbg, βbb) = (1,1,1,1)

• Simple Scoring (SCO) 

(αgCg, αgCb, αbCg, αbCb, αgDg, αgDb, αbDg, αbDb) = (1,1,1,1,0,0,0,0)

(βgg, βgb, βbg, βbb) = (1,0,1,0)
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1. Introduction

Humans are distinct in their social ability to get along
with others. It is true that eusocial animals such as
honeybees or wasps are prominently social, but their well-
organized societies are based upon close kinship among
individuals. Humans, on the other hand, exhibit remark-
able cooperative tendency towards unrelated individuals.

Indirect reciprocity (Alexander, 1987; Fehr and
Fischbacher, 2003, Nowak and Sigmund, 1998b) gives
one clear-cut explanation of how this preference for

cooperation has evolved. When an individual behaves
altruistically towards another, he suffers the cost of the
help, such as time, energy, or risks, hence his action does
not seem to pay for the moment. However, if a third
person who knows of his good deed recompenses him
with cooperation, the cost he paid will be cancelled, and
consequently he may result in getting positive net
benefit. Indirect reciprocity differs from direct recipro-
city or reciprocal altruism (Trivers, 1971) in that the
donor of the help receives the return not from the
beneficiary himself but from another individual. Due to
this nature of indirect reciprocity, the availability of
social information on each individual is necessary in
order to sustain cooperation. Without such information
individuals cannot discriminate cooperative persons
from cheaters or social parasites, who enjoy benefit of
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Question: Among all these pairs , can we identify all  
social norms with the following two properties: 

(α, β)

Remark 3.7. Searching for stable cooperative social norms

• If the whole population adopts it, then 
everybody always cooperates in the long run 

•The norm is self-enforcing (no population 
member can gain a higher payoff by 
deviating from the social norm).  

If these norms exist, how do they look like? 



Evolution of indirect reciprocity: Ohtsuki & Iwasa (2004) 

Journal of Theoretical Biology 231 (2004) 107–120

How should we define goodness?—reputation dynamics in
indirect reciprocity

Hisashi Ohtsuki!, Yoh Iwasa

Department of Biology, Faculty of Sciences, Kyushu University, Hakozaki 6-10-1, Fukuoka 812-8581, Japan

Received 4 February 2004; received in revised form 8 June 2004; accepted 11 June 2004

Abstract

Theory of indirect reciprocity is important in explaining cooperation between humans. Since a partner of a social interaction often
changes, an individual should assess his partner by using social information such as reputation and make decisions whether to help
him or not. To those who have ‘good’ social reputation does a player give aid as reciprocation, whereas he has to refuse to help those
who have ‘bad’ reputation. Otherwise benefits of altruism is easily exploited by them. Little has been known, however, about the
definition of ‘goodness’ in reputation. What kind of actions are and should be regarded as good and what kind of actions bad? And
what sort of goodness enables sustaining exchange of altruism? We herein challenge this question with an evolutionary perspective.
We generalize social reputation as ‘Honor-score’ (H-score) and examine the conditions under which individuals in a group stably
maintain cooperative relationships based on indirect reciprocity. We examine the condition for evolutionarily stable strategies
(ESSs) over 4096 possible cases exhaustively. Mathematical analysis reveals that only eight cases called ‘leading eight’ are crucial to
the evolution of indirect reciprocity. Each in the leading eight shares two common characteristics: (i) cooperation with good persons
is regarded as good while defection against them is regarded as bad, and (ii) defection against bad persons should be regarded as a
good behavior because it works as sanction. Our results give one solution to the definition of goodness from an evolutionary
viewpoint. In addition, we believe that the formalism of reputation dynamics gives general insights into the way social information is
generated, handled, and transmitted in animal societies.
r 2004 Elsevier Ltd. All rights reserved.

Keywords: Indirect reciprocity; Reputation dynamics; Goodness; Leading eight; ESS

1. Introduction

Humans are distinct in their social ability to get along
with others. It is true that eusocial animals such as
honeybees or wasps are prominently social, but their well-
organized societies are based upon close kinship among
individuals. Humans, on the other hand, exhibit remark-
able cooperative tendency towards unrelated individuals.

Indirect reciprocity (Alexander, 1987; Fehr and
Fischbacher, 2003, Nowak and Sigmund, 1998b) gives
one clear-cut explanation of how this preference for

cooperation has evolved. When an individual behaves
altruistically towards another, he suffers the cost of the
help, such as time, energy, or risks, hence his action does
not seem to pay for the moment. However, if a third
person who knows of his good deed recompenses him
with cooperation, the cost he paid will be cancelled, and
consequently he may result in getting positive net
benefit. Indirect reciprocity differs from direct recipro-
city or reciprocal altruism (Trivers, 1971) in that the
donor of the help receives the return not from the
beneficiary himself but from another individual. Due to
this nature of indirect reciprocity, the availability of
social information on each individual is necessary in
order to sustain cooperation. Without such information
individuals cannot discriminate cooperative persons
from cheaters or social parasites, who enjoy benefit of
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Remark 3.8. The “Leading eight”

• Using analytical methods and numerical computations, 
Ohtsuki and Iwasa identified eight social norms that satisfy  
both properties. 

• What are their shared characteristics?

Table 1. The leading-eight strategies of indirect reciprocity

There are eight strategies, called the “leading eight,” that have been
shown to maintain cooperation under public assessment (20, 31). Each such
strategy consists of an assessment rule and of an action rule. The assessment
rule determines whether a donor is deemed good (g) or bad (b). This assess-
ment depends on the context of the interaction (on the reputations of the
donor and the recipient) and on the donor’s action (C or D). The action rule
determines whether to cooperate with a given recipient when in the role of
the donor. A donor’s action may depend on her own reputation, as well as
on the reputation of the recipient. All of the leading-eight strategies agree
that cooperation against a good player should be deemed as good, whereas
defection against a good player should be deemed bad. They disagree in
how they evaluate actions toward bad recipients.

greatly facilitates a rigorous analysis of the reputation dynam-
ics. Yet in most real populations, different individuals may have
access to different kinds of information, and thus they might
disagree on how they assess others. Their opinions may well
be correlated, but they will not be correlated perfectly. Once
individuals disagree in their initial evaluation of some person,
their views may further diverge over time. How such initial dis-
agreements spread may itself depend on the social norm used
by the population. While some norms can maintain coopera-
tion even in the presence of rare disagreements, other norms
are more susceptible to deviations from the public information
assumption (34–37). Here, we explore systematically how the
leading-eight strategies fare when information is private, noisy,
and incomplete. We show that under these conditions, most
leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, the resulting cooperation rate may be
drastically reduced.

Results

Model Setup. We consider a well-mixed population of size N .
The members of this population are engaged in a series of
cooperative interactions. In each round, two individuals are ran-
domly drawn, a donor and a recipient. The donor can then
decide whether to transfer a benefit b to the recipient at own
cost c, with 0< c< b. We refer to the donor’s two possible
actions as cooperation (transferring the benefit) and defection
(not doing anything). Whereas the donor and the recipient
always learn the donor’s decision, each other population mem-
ber independently learns the donor’s decision with probability
q > 0. Observations may be subject to noise: We assume that
all players who learn the donor’s action may misperceive it with
probability ✏> 0, independently of the other players. In that case,

a player misinterprets the donor’s cooperation as defection or,
conversely, the donor’s defection as cooperation. After observ-
ing an interaction, population members independently update
their image of the donor according to the information they
have (Fig. 1).

To do so, we assume that each individual is equipped with a
strategy that consists of an assessment rule and an action rule.
The player’s assessment rule governs how players update the rep-
utation they assign to the donor. Here we consider third-order
assessment rules. That is, when updating the donor’s reputa-
tion, a player takes the donor’s action into account, as well as
the donor’s and the recipient’s previous reputation. Importantly,
when two observers differ in their initial assessment of a given
donor, they may also disagree on the donor’s updated reputa-
tion, even if both apply the same assessment rule and observe the
same interaction (Fig. 1C). The second component of a player’s
strategy, the action rule, determines which action to take when
chosen to be the donor. This action may depend on the player’s
own reputation, as well as on the reputation of the recipient. A
player’s payoff for this indirect reciprocity game is defined as the
expected benefit obtained as a recipient, reduced by the expected
costs paid when acting as a donor, averaged over many rounds
(see Materials and Methods for details).

Analysis of the Reputation Dynamics. We first explore how differ-
ent social norms affect the dynamics of reputations, keeping the
strategies of all players fixed. To this end, we use the concept of
image matrices (34–36). These matrices record, at any point in
time, which reputations players assign to each other. In Fig. 2
A–H, we show a snapshot of these image matrices for eight dif-
ferent scenarios. In all scenarios, the population consists in equal
proportions of a leading-eight strategy, of unconditional cooper-
ators who regard everyone as good (ALLC) and of unconditional
defectors who regard everyone as bad (ALLD). Depending on
the leading-eight strategy considered, the reputation dynamics
in these scenarios can differ considerably.

First, for four of the eight scenarios, a substantial propor-
tion of leading-eight players assigns a good reputation to ALLD
players. The average proportion of ALLD players considered

Fig. 1. Under indirect reciprocity, individual actions are continually assessed
by all population members. (A) We consider a population of different
players. All players hold a private repository where they store which of
their coplayers they deem as either good (g) or bad (b). Different play-
ers may hold different views on the same coplayer. In this example, player
2 is considered to be good from the perspective of the first two play-
ers, but he is considered to be bad by player 3. (B) In the action stage,
two players are randomly chosen, a donor (here, player 1) and a recipient
(here, player 2). The donor can then decide whether or not to cooper-
ate with the recipient. The donor’s decision may depend on the stored
reputations in her own private repository. (C) After the action stage, all
players who observe the interaction update the donor’s reputation. The
newly assigned reputation may differ across the population even if all
players apply the same social norm. This can occur (i) when individuals
already disagreed on their initial assessments of the involved players, (ii)
when some subjects do not observe the interaction and hence do not
update the donor’s reputation accordingly, or (iii) when there are percep-
tion errors.

12242 | www.pnas.org/cgi/doi/10.1073/pnas.1810565115 Hilbe et al.

-  Cooperating with a good recipient should always yield 
a good reputation.

- Defecting against a good recipient should always yield 
a bad reputation.

- A good donor who defects against a bad recipient should 
keep his/her good reputation (“justified punishment”)

• The norms disagree on how one should assess

- Good donors who cooperate with bad recipients 
- Bad donors who cooperate with bad recipients 

- Bad donors who defect with bad recipients 



Remark 3.9. Stern Judging

• One important rule among the leading eight is 
called “Stern Judging” (L6):  
The only behaviors that should yield a good reputation 
are cooperating with good people and defecting with 
bad people. 

Evolution of indirect reciprocity: The leading eight 

• Among all norms that guarantee full cooperation, this  
is the one of the lowest complexity (Santos et al 2018).
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Social norm complexity and past reputations in the 
evolution of cooperation
Fernando P. Santos1,2, Francisco C. Santos1,2 & Jorge M. Pacheco2,3,4

Indirect reciprocity is the most elaborate and cognitively 
demanding1 of all known cooperation mechanisms2, and is the most 
specifically human1,3 because it involves reputation and status. By 
helping someone, individuals may increase their reputation, which 
may change the predisposition of others to help them in future. 
The revision of an individual’s reputation depends on the social 
norms that establish what characterizes a good or bad action 
and thus provide a basis for morality3. Norms based on indirect 
reciprocity are often sufficiently complex that an individual’s 
ability to follow subjective rules becomes important4–6, even in 
models that disregard the past reputations of individuals, and 
reduce reputations to either ‘good’ or ‘bad’ and actions to binary 
decisions7,8. Here we include past reputations in such a model and 
identify the key pattern in the associated norms that promotes 
cooperation. Of the norms that comply with this pattern, the one 
that leads to maximal cooperation (greater than 90 per cent) with 
minimum complexity does not discriminate on the basis of past 
reputation; the relative performance of this norm is particularly 
evident when we consider a ‘complexity cost’ in the decision 
process. This combination of high cooperation and low complexity 
suggests that simple moral principles can elicit cooperation even in 
complex environments.

Under indirect reciprocity, an individual expects a return not from 
someone whom they have helped directly but from a third party. 
Helping (or not helping) the ‘right’ individuals can increase the 
chance of being helped by someone else at a later stage9,10. Ohtsuki 
and Iwasa7,8,11 defined a binary world in which an individual’s  
reputation can be either ‘good’ or ‘bad’. Even in such a simple world, an 
arbitrarily large set of associated social norms can be used to classify 
decisions made in a donation game. In each instance of this donation 
game, involving a ‘donor’ and a ‘recipient’, the donor may either coop-
erate, helping the recipient at a cost c to themselves while conferring a 
benefit b to the recipient (with b >  c), or defect (not providing help), in 
which case neither player incurs any costs or distributes any benefits. 
Everyone in the population uses the same social norm to assign public 
reputations to individuals. This reputation is attributed (errors aside; 
see Methods) and disseminated12–14 by a bystander who witnesses a 
pairwise interaction. In this context, if all that matters for assigning a 
new reputation to the donor is their action towards the recipient10, then 
we have a first-order norm. If the current reputation of the recipient 
matters as well as the action of the donor, then we obtain a second-order 
norm. A third-order norm additionally includes the current reputation 
of the donor.

Most norms studied so far reach up to third order (see ref. 15 for 
an exception) and therefore rely, at most, on the action of the donor 
and on the current reputations of both the donor and the recipient. 
For a norm of a given order, the information used by an observer to 
assign a new reputation is the same information that a donor may 
use to decide how to act towards a recipient. Consequently, studies 
of indirect reciprocity involving norms of increasing order typically 

use behavioural strategies (often designated action rules) and strategy 
spaces that also increase (exponentially with order). For this reason, 
a combination of a norm and a strategy that promotes cooperation in 
the space of nth-order norms does not necessarily perform equally 
well in a space of higher-order norms because the availability of more 
complex  behaviours (together with those for lower-order norms) often 
has non-trivial effects on cooperation16. Furthermore, the performance 
of a complex social norm can be constrained by an individual’s  ability 
to  follow complex subjective rules4–6. This raises two fundamental 
questions: (1) whether the moral principles that underlie successful 
strategies and norms in the space of third-order norms remain valid 
within a larger space, and if so which ones; and (2) how the cognitive 
skills associated with social norms and strategies impair individuals’ 
performance. Using the donation game and binary reputations we 
answer these questions by investigating the cooperative capacity of 
social norms in a space that encompasses norms of up to fourth order 
and that span a wide range of cognitive complexities4,17,18. Increasing 
the number of possibilities to consider when assigning a good or a 
bad reputation to individuals enables us to identify the key pattern 
of social norms that provides the necessary conditions for promoting 
cooperation.

Fourth-order norms additionally incorporate (on top of the  
features of third-order norms) the previous reputation of the recip-
ient, requiring individuals with increased memory capabilities and 
that are therefore able to enact more elaborate behaviours. We encode 
norms up to fourth order and corresponding strategies as 16- and 8-bit 
tuples, respectively; consequently, there are 216 different norms and 28 
different strategies that individuals may use when playing the dona-
tion game described above (see Methods for details). Furthermore, we 
define the complexity of a norm using the index κ, which describes 
the number of literals (that is, the logic variables and their comple-
ments) in the shortest logical expression that can define the norm (see 
Methods). This index has been used previously to describe an individ-
ual’s ability to learn a concept4,17. Here, the simplest norm has κ =  0 
and the most complex norm has κ =  32. In Fig. 1 we illustrate norms of 
different orders and complexities, providing intuitive  representations 
of the raw information in Supplementary Table 4. Norms of the same 
order may have different complexities, as demonstrated for second- 
order norms in Fig. 1: different reputation tables (corresponding 
to different norms) translate to different numbers of literals in the 
corresponding minimal logical expressions. Moreover, similarly to 
norms, strategies also exhibit an intrinsic complexity (κs) that can 
influence their adoption. Equipped with these tools, we investigate 
which norms promote the emergence of cooperation. In Methods, 
we describe computer simulations of the evolutionary dynamics, in 
which individuals in a population, each starting with a random stra-
tegy, play the  donation game with their peers. Throughout the game, 
the players change  strategies via social learning19, whereby strategies 
with higher fitness are adopted more frequently20. The simulations 
return the cooperation index η, a real number between 0 and 1 that 

1INESC-ID and Instituto Superior Técnico, Universidade de Lisboa, IST-Taguspark, 2744-016 Porto Salvo, Portugal. 2ATP-group, 2744-016 Porto Salvo, Portugal. 3Centro de Biologia Molecular e 
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describes the average number of interactions that lead to donations as 
a fraction of the total number of interactions observed in a population 
that evolves under a given social norm.

In Fig. 2 we compare η for the leading eight norms shown7,8 to stabi-
lize cooperation (in the sense discussed in Supplementary Information, 
section 1.4) under indirect reciprocity at third order, in the space of 
third-order (blue bars) and fourth-order (red bars) norms. The results 
show that when more elaborate strategies become possible (when up to 
fourth-order norms are considered) only a subset of the leading eight 
norms still fosters similar levels of cooperation as in the third order 
space. Overall, about 0.2% of the 216 norms in fourth-order space lead 
to η >  0.9, compared to about 2% of the 28 norms in third-order space 
(Extended Data Fig. 1). Many ‘new’ fourth-order norms (that is, those 
that cannot be represented in lower-order spaces) foster high levels of 
cooperation. Of the leading two second-order norms21,22 (stern judging  
and simple standing; see Supplementary Information for details), 
only stern judging remains highly cooperative in fourth-order space.  

This norm can be stated as: “help good people and refuse help other-
wise, and we shall be nice to you; otherwise, you will be punished.”23

Next, we investigate the role of norm complexity in promoting coop-
eration by plotting the cooperation level (η) of the norm that leads to 
maximum cooperation for a given complexity (κ). Figure 3 demon-
strates that the highest values of η are attained by norms with complex-
ities as low as κ =  4. The same happens even when individuals incur a 
complexity cost cc =  γκs when using a strategy of complexity κs (where 
γ is a real constant; see Extended Data Figs 2 and 3 and Supplementary 
Information for details; we also demonstrate that these results remain 
valid when the past reputation of the donor instead of the recipient is 
used in defining fourth-order norms).

Figure 3 demonstrates that for κ >  4 only fourth-order norms maxi-
mize η, despite the fact that the complexity of norms of the same order 
can vary substantially (see Fig. 1). Consequently, taking complexity 
into account opens up new questions regarding the features that make 
fourth-order norms successful, and the features of the third- and 
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Figure 1 | Norm complexity. A norm is represented by a ‘reputation table’. 
Each entry in each table indicates the new reputation of the donor (good, 
G; bad, B), assigned on the basis of their current reputation (RD ∈  {G, B}), 
their action (A ∈  {C, D}, where C denotes cooperation and D defection), 
and the current (RA ∈  {G, B}) and past (RP ∈  {G, B}) reputations of the 
recipient. Rows are ordered, from top to bottom, as (G,G), (G,B), (B,B), 
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(G,D). The complexity κ is determined by counting the number of literals 

of the shortest logical expression (the minimal disjunctive normal form 
(DNF), where A denotes A =  C and A  denotes the complement =A( D), 
and similarly RA,D and RA,D denote G and B; see Methods) that can be 
used to prescribe a donor reputation of ‘G’. Alternatively, κ can be 
determined by counting the number of blocks of 2k ‘G’s30 (where k is 
chosen to be as large as possible and blocks can overlap; see coloured 
squares and rectangles): each block of 2k ‘G’s increases κ by 4 −  k (starting 
from κ =  0). See Supplementary Information for further details.
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third-order space)—and particularly simple standing (which, together 
with stern judging, make up the leading two norms in second-order 
space21)—no longer promote cooperation. See Extended Data Fig. 1 for 
results involving all norms. The model parameters used (see Methods for 
definitions) are Z =  50, ε =  α =  χ =  0.01, µ =  1/Z, b =  5, c =  1 and γ =  0. 
The results are qualitatively insensitive to the ratio b/c, to the population 
size, to any errors in assessment or assignments made by individuals and 
to different mutation schemes (see Methods and Extended Data Figs 4, 5). 
See Fig. 1 and Supplementary Table 4 for definitions and characterization 
of norms; unnamed norms are defined by their binary representation in 
third-order space (see Methods).
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• Evaluations consistent with this norm can be found 
even in toddlers (as young as five months old); toddlers  
do not only show a preference for individuals who 
helped others, but also for individuals who harmed 
those who hindered others (Hamlin et al 2011).

How infants and toddlers react to antisocial others
J. Kiley Hamlina,1, Karen Wynnb, Paul Bloomb, and Neha Mahajanb

aDepartment of Psychology, University of British Columbia, Vancouver, BC, Canada V6T 1Z4; and bDepartment of Psychology, Yale University, New Haven,
CT 06511

Edited by Susan E. Carey, Harvard University, Cambridge, MA, and approved October 25, 2011 (received for review July 1, 2011)

Although adults generally prefer helpful behaviors and those who
perform them, there are situations (in particular, when the target of
an action is disliked) in which overt antisocial acts are seen as
appropriate, and thosewhoperform themare viewedpositively. The
current studies explore the developmental origins of this capacity for
selective social evaluation. We find that although 5-mo-old infants
uniformly prefer individuals who act positively toward others
regardless of the status of the target, 8-mo-old infants selectively
prefer characterswho act positively toward prosocial individuals and
characters who act negatively toward antisocial individuals. Addi-
tionally, young toddlers direct positive behaviors toward prosocial
others and negative behaviors toward antisocial others. These
findings constitute evidence that the nuanced social judgments
and actions readily observable in human adults have their founda-
tions in early developing cognitive mechanisms.

cooperation | infancy

Our intensely social nature provides both opportunity and risk.
By entering into cooperative alliances with others, individuals

can achieve successes they could never reach on their own. How-
ever, they are also vulnerable to being cheated and exploited. It
would be highly beneficial, then, to be able to remember the past
behaviors of other individuals and to be motivated to interact
differently with these individuals based on these behaviors (1, 2).
As aminimal proposal, this capacitymight be expressed in terms

of fairly simple heuristics, of the form “If X has been helpful in the
past, approach X” and “If Y has been uncooperative or dangerous
in the past, avoid Y.” Prior research, building from initial studies
by Kuhlmeier et al. (3), suggest that such tendencies emerge early
in development. Infants in their first year of life will approach
individuals who have acted positively toward others and avoid
those who have acted negatively (4–6). Infants also expect others
to respond in this manner—to approach those who have helped
them and avoid those who have harmed them (3, 4, 7).
Infants’ understanding might extend beyond these simple heu-

ristics, however. For one thing, the intentions of an agent may
inform even our earliest judgments. Both preverbal infants and
nonhuman primates distinguish someone who tries but is unable to
give them a treat from one who intentionally withholds a treat—
and they prefer the former (8–12). One might expand the heu-
ristics, then, to “If X has been intentionally helpful in the past,
approach X” and “If Y has been intentionally uncooperative or
dangerous in the past, avoid Y.”
Adults, however, are not limited even to these expanded heu-

ristics. Under at least some circumstances, people aremotivated to
approach individuals who have been intentionally harmful in the
past—to punish them (13–15). The urge to punish others’ anti-
social acts is sufficiently strong that adults will sometimes do so
anonymously and at personal cost (so-called altruistic punish-
ment), even when they themselves are unaffected by the antisocial
act and have nothing to gain by their costly action (16–19). Neu-
rological reward systems are activated during punishment, sug-
gesting it is individually reinforcing (20).
In other instances, however, adults approach harmful individ-

uals not to punish them, but because the harmful acts and indi-
viduals have been positively evaluated. Such positivity toward
harmful individuals may reflect several underlying evaluative
processes. First, harms directed toward those who are themselves

wrongdoers may be evaluated positively, as deserved acts of pun-
ishment. Humans show increased trust toward punishers and
institutions that punish wrongdoers (21–27). Alternatively, attrac-
tion toward those who harm others might be based on social alli-
ances. If the target of a harmful act is disliked, adults may be drawn
to someone who harms that target because the harmful behavior
reflects a shared (negative) attitude that, in turn, suggests the po-
tential for mutual liking and affiliation (as illustrated by the com-
mon phrase “the enemy of my enemy is my friend”; refs. 28–30).
For adults then, social evaluation often goes beyond analyzing the
immediate, local valence of a behavior enacted toward another.
We consider our previous evaluations of a target to determine the
overall, what we might call the global valence of the action*.
The capacity for such nuanced social evaluations—in which the

meaning of an act is influenced not solely by its own value but also
by that of its target—may arise solely through cultural learning
achieved during individual development. However, it may stem, at
least in part, from processes of natural selection that shaped an
evolved system of social judgment that supports the stable exis-
tence of cooperation in our species (31–34). Here, we examine the
developmental origins of the capacity for nuanced social evalua-
tions in preverbal infants and in just-verbal toddlers. Evidence for
such evaluations in these populations would be consistent with an
adaptationist theory of their origin.

Experiments, Results, and Discussion
In experiment 1, we examine whether infants positively evaluate an
individual who behaves negatively toward another who has acted
antisocially. Ourmethodology builds on previous research showing
that preverbal infants distinguish between prosocial and antisocial
actions directed toward third parties (3, 35) and prefer prosocial
over antisocial actors (4–6). Here, 5- and 8-mo-old infants saw a
character (an animal hand puppet) repeatedly trying unsuccess-
fully to lift the lid of a clear box containing a rattle. On two sep-
arate trials, infants saw the character (i) helped by a prosocial
puppet who aided in opening the box, enabling the character to
grasp the rattle; and (ii) hindered by an antisocial puppet who
jumped on top of the box lid, slamming it shut. Previous studies
from our laboratory have found that, given a choice between the
prosocial and antisocial puppets from this scenario, infants sig-
nificantly prefer (as reflected by whom they choose to reach for)
the prosocial one (6). In the current study we asked how, after
observing these interactions, young infants evaluate new actors
who, in their turn, direct helpful or harmful actions toward the
prosocial and antisocial individuals.
To address this question, subjects were placed into one of two

conditions immediately after observing the above interactions.
Subjects in the Prosocial Target condition saw new interactions in
which the formerly prosocial puppet was now playing with a ball,

Author contributions: J.K.H., K.W., P.B., and N.M. designed research; J.K.H. and N.M.
performed research; J.K.H. analyzed data; and J.K.H., K.W., and P.B. wrote the paper.
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Infants prefer a nasty
moose if it punishes an
unhelpful elephant

If you saw someone punching a stranger in the street, you
might think poorly of them. But if you found out that the
stranger had slept with the assailant’s partner, had kicked
a kitten, or was Justin Bieber, you might think differently
about the situation. You might even applaud the punch-
thrower.

When we make moral judgments, we do so subtly and
selectively. We recognise that explicitly antisocial acts can
seem appropriate in the right circumstances. We know
that the enemy of our enemy can be our friend. Now,
Kiley Hamlin from the University of British Columbia has
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Remark 3.10. Indirect reciprocity with noise

• One strong assumption in the model on the leading-
eight: All relevant information is public and there are no 
perception errors.

Evolution of indirect reciprocity: The impact of noise 

• One way to represent these agreements is to consider 
the image matrix , with  if and only 
if player  considers  to be good.

M(t) = (mij(t)) mij = 1
i j

Question: Assume there are a few initial disagreements  
between the members of a population. Over time, do these  
disagreements disappear or do they proliferate?  
And how does this depend on the 
population’s social norm? 

•Under public information and no noise these image 
matrices only depend on the column index .j
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•When there is private information, or  some individuals 
misinterpret a donor’s action, there can be disagreements. 

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

4

1

3

2

2

3

1

4

A

B C

Under private  
information



Remark 3.10. Indirect reciprocity with noise (continued)

• Consider a population in which players assign  
reputations based on private and noisy information

Evolution of indirect reciprocity: The impact of noise 

• Moreover, suppose people in the population follow 
different social norms; one third uses ALLC, one third 
uses ALLD, and one third uses some leading-eight 
social norm. 

•Assume initially everyone considers everyone as good, 
and donors and recipients are randomly chosen as 
before. However, now some population members may 
not observe a certain interaction. Even if they observe 
it, there may be a small probability that the donor’s 
action is misinterpreted. 

•How do the population’s image matrices evolve in time?
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Indirect reciprocity is a mechanism for cooperation based on
shared moral systems and individual reputations. It assumes that
members of a community routinely observe and assess each other
and that they use this information to decide who is good or
bad, and who deserves cooperation. When information is trans-
mitted publicly, such that all community members agree on each
other’s reputation, previous research has highlighted eight cru-
cial moral systems. These “leading-eight” strategies can maintain
cooperation and resist invasion by defectors. However, in real
populations individuals often hold their own private views of oth-
ers. Once two individuals disagree about their opinion of some
third party, they may also see its subsequent actions in a different
light. Their opinions may further diverge over time. Herein, we
explore indirect reciprocity when information transmission is pri-
vate and noisy. We find that in the presence of perception errors,
most leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, cooperation rates may drop considerably
when errors are common. Our research highlights the role of reli-
able information and synchronized reputations to maintain stable
moral systems.

cooperation | indirect reciprocity | social norms | evolutionary
game theory

Humans treat their reputations as a form of social capital
(1–3). They strategically invest into their good reputa-

tion when their benevolent actions are widely observed (4–6),
which in turn makes them more likely to receive benefits in
subsequent interactions (7–12). Reputations undergo constant
changes in time. They are affected by rumors and gossip (13),
which themselves can spread in a population and develop a
life of their own. Evolutionary game theory explores how good
reputations are acquired and how they affect subsequent behav-
iors, using the framework of indirect reciprocity (14–17). This
framework assumes that members of a population routinely
observe and assess each other’s social interactions. Whether
a given action is perceived as good depends on the action
itself, the context, and the social norm used by the population.
Behaviors that yield a good reputation in one society may be
condemned in others. A crucial question thus becomes: Which
social norms are most conducive to maintain cooperation in a
population?

Different social norms can be ordered according to their com-
plexity (18) and according to the information that is required
to assess a given action (19, 20). According to “first-order
norms,” the interpretation of an action depends only on the
action itself. When a donor interacts with a recipient in a social
dilemma, the donor’s reputation improves if she cooperates,
whereas her reputation drops if she defects (21–26). Accord-
ing to “second-order norms,” the interpretation of an action
additionally depends on the reputation of the recipient. The
recipient’s reputation provides the context of the interaction. It
allows observers to distinguish between justified and unjustified
defections (27–29). For example, the standing strategy consid-
ers it wrongful only to defect against well-reputed recipients;
donors who defect against bad recipients do not suffer from

an impaired reputation (30). According to “third-order norms,”
observers need to additionally take the donor’s reputation into
account. In this way, assessment rules of higher order are increas-
ingly able to give a more nuanced interpretation of a donor’s
action, but they also require observers to store and process more
information.

When subjects are restricted to binary norms, such that repu-
tations are either “good” or “bad,” an exhaustive search shows
there are eight third-order norms that maintain cooperation (20,
31). These “leading-eight strategies” are summarized in Table
1, and we refer to them as L1–L8. None of them is exclu-
sively based on first-order information, whereas two of them
(called “simple standing” and “stern judging,” refs. 32 and 33)
require second-order information only. There are several uni-
versal characteristics that all leading-eight strategies share. For
example, against a recipient with a good reputation, a donor who
cooperates should always obtain a good reputation, whereas a
donor who defects should gain a bad reputation. The norms dif-
fer, however, in how they assess actions toward bad recipients.
Whereas some norms allow good donors to preserve their good
standing when they cooperate with a bad recipient, other norms
disincentivize such behaviors.

Ohtsuki and Iwasa (20, 31) have shown that if all members of a
population adopt a leading-eight strategy, stable cooperation can
emerge. Their model, however, assumes that the players’ images
are synchronized; two population members would always agree
on the current reputation of some third population member. The
assumption of publicly available and synchronized information

Significance

Indirect reciprocity explores how humans act when their rep-
utation is at stake, and which social norms they use to
assess the actions of others. A crucial question in indirect
reciprocity is which social norms can maintain stable cooper-
ation in a society. Past research has highlighted eight such
norms, called “leading-eight” strategies. This past research,
however, is based on the assumption that all relevant infor-
mation about other population members is publicly available
and that everyone agrees on who is good or bad. Instead,
here we explore the reputation dynamics when information
is private and noisy. We show that under these conditions,
most leading-eight strategies fail to evolve. Those leading-
eight strategies that do evolve are unable to sustain full
cooperation.
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Indirect reciprocity is a mechanism for cooperation based on
shared moral systems and individual reputations. It assumes that
members of a community routinely observe and assess each other
and that they use this information to decide who is good or
bad, and who deserves cooperation. When information is trans-
mitted publicly, such that all community members agree on each
other’s reputation, previous research has highlighted eight cru-
cial moral systems. These “leading-eight” strategies can maintain
cooperation and resist invasion by defectors. However, in real
populations individuals often hold their own private views of oth-
ers. Once two individuals disagree about their opinion of some
third party, they may also see its subsequent actions in a different
light. Their opinions may further diverge over time. Herein, we
explore indirect reciprocity when information transmission is pri-
vate and noisy. We find that in the presence of perception errors,
most leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, cooperation rates may drop considerably
when errors are common. Our research highlights the role of reli-
able information and synchronized reputations to maintain stable
moral systems.

cooperation | indirect reciprocity | social norms | evolutionary
game theory

Humans treat their reputations as a form of social capital
(1–3). They strategically invest into their good reputa-

tion when their benevolent actions are widely observed (4–6),
which in turn makes them more likely to receive benefits in
subsequent interactions (7–12). Reputations undergo constant
changes in time. They are affected by rumors and gossip (13),
which themselves can spread in a population and develop a
life of their own. Evolutionary game theory explores how good
reputations are acquired and how they affect subsequent behav-
iors, using the framework of indirect reciprocity (14–17). This
framework assumes that members of a population routinely
observe and assess each other’s social interactions. Whether
a given action is perceived as good depends on the action
itself, the context, and the social norm used by the population.
Behaviors that yield a good reputation in one society may be
condemned in others. A crucial question thus becomes: Which
social norms are most conducive to maintain cooperation in a
population?

Different social norms can be ordered according to their com-
plexity (18) and according to the information that is required
to assess a given action (19, 20). According to “first-order
norms,” the interpretation of an action depends only on the
action itself. When a donor interacts with a recipient in a social
dilemma, the donor’s reputation improves if she cooperates,
whereas her reputation drops if she defects (21–26). Accord-
ing to “second-order norms,” the interpretation of an action
additionally depends on the reputation of the recipient. The
recipient’s reputation provides the context of the interaction. It
allows observers to distinguish between justified and unjustified
defections (27–29). For example, the standing strategy consid-
ers it wrongful only to defect against well-reputed recipients;
donors who defect against bad recipients do not suffer from

an impaired reputation (30). According to “third-order norms,”
observers need to additionally take the donor’s reputation into
account. In this way, assessment rules of higher order are increas-
ingly able to give a more nuanced interpretation of a donor’s
action, but they also require observers to store and process more
information.

When subjects are restricted to binary norms, such that repu-
tations are either “good” or “bad,” an exhaustive search shows
there are eight third-order norms that maintain cooperation (20,
31). These “leading-eight strategies” are summarized in Table
1, and we refer to them as L1–L8. None of them is exclu-
sively based on first-order information, whereas two of them
(called “simple standing” and “stern judging,” refs. 32 and 33)
require second-order information only. There are several uni-
versal characteristics that all leading-eight strategies share. For
example, against a recipient with a good reputation, a donor who
cooperates should always obtain a good reputation, whereas a
donor who defects should gain a bad reputation. The norms dif-
fer, however, in how they assess actions toward bad recipients.
Whereas some norms allow good donors to preserve their good
standing when they cooperate with a bad recipient, other norms
disincentivize such behaviors.

Ohtsuki and Iwasa (20, 31) have shown that if all members of a
population adopt a leading-eight strategy, stable cooperation can
emerge. Their model, however, assumes that the players’ images
are synchronized; two population members would always agree
on the current reputation of some third population member. The
assumption of publicly available and synchronized information

Significance

Indirect reciprocity explores how humans act when their rep-
utation is at stake, and which social norms they use to
assess the actions of others. A crucial question in indirect
reciprocity is which social norms can maintain stable cooper-
ation in a society. Past research has highlighted eight such
norms, called “leading-eight” strategies. This past research,
however, is based on the assumption that all relevant infor-
mation about other population members is publicly available
and that everyone agrees on who is good or bad. Instead,
here we explore the reputation dynamics when information
is private and noisy. We show that under these conditions,
most leading-eight strategies fail to evolve. Those leading-
eight strategies that do evolve are unable to sustain full
cooperation.
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Reputation dynamics with private information

We assume the population consists in equal parts of a leading-eight strategy, of ALLC, and ALLD. 
Snapshot after  interactions: 106
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as good by L3, L4, L5, and L6 is given by 31%, 31%, 42%,
and 50%, respectively (SI Appendix, Fig. S1). In terms of these
four leading-eight strategies, a bad player who defects against
another bad player deserves a good reputation (Table 1). In
particular, ALLD players can easily gain a good reputation
whenever they encounter another ALLD player. Moreover,
the higher the proportion of ALLD players in a population,
the more readily they obtain a good reputation. This finding
suggests that while L3–L6 might be stable when these strate-
gies are common in the population (20, 38), they have prob-
lems in restraining the payoff of ALLD when defectors are
predominant.

Second, leading-eight players may sometimes collectively
judge a player of their own kind as bad. In Fig. 2, such cases
are represented by white vertical lines in the upper left square
of an image matrix. In SI Appendix, Fig. S2 we show that such
apparent misjudgments are typically introduced by perception
errors. They occur, for example, when a leading-eight donor
defects against an ALLC recipient, who is mistakenly considered
as bad by the donor. Other leading-eight players who witness this
interaction will then collectively assign a bad reputation to the
donor—in their eyes, a good recipient has not obtained the help
he deserves. This example highlights that under private infor-
mation, an isolated disagreement about the reputation of some
population member can have considerable consequences on the
further reputation dynamics.

To gain a better understanding of such cases, we analytically
explored the consequences of a single disagreement in a homo-
geneous population of leading-eight players (see SI Appendix

for all details). There we assume that initially, all players con-
sider each other as good, with the exception of one player who
considers a random coplayer as bad. Assuming that no further
errors occur, we study how likely the population recovers from
this single disagreement (i.e., how likely the population reverts
to a state where everyone is considered good) and how long
it takes until recovery. While some leading-eight strategies are
guaranteed to recover from single disagreements, we find that
other strategies may reach an absorbing state where players
mutually assign a bad reputation to each other. Moreover, even
if recovery occurs, for some strategies it may take a consider-
able time (SI Appendix, Fig. S3). Two strategies fare particularly
badly: L6 and L8 have the lowest probability to recover from a

single disagreement, and they have the longest recovery time.
This finding is also reflected in Fig. 2, which shows that these
two strategies are unable to maintain cooperation. L6 eventually
assigns random reputations to all coplayers, whereas L8 assigns
a bad reputation to everyone (SI Appendix, Fig. S4). While L6
(“stern”) has been found to be particularly successful under pub-
lic information (18, 32, 33), our results confirm that this strategy
is too strict and unforgiving when information is private and
noisy (34–36).

Evolutionary Dynamics. Next we explore how likely a leading-eight
strategy would evolve when population members can change
their strategies over time. We first consider a minimalistic sce-
nario, where players can choose among three strategies only, a
leading-eight strategy Li , ALLC, and ALLD. To model how play-
ers adopt new strategies, we consider simple imitation dynamics
(39–42). In each time step of the evolutionary process, one player
is picked at random. With probability µ (the mutation rate),
this player then adopts some random strategy, corresponding
to the case of undirected learning. With the remaining prob-
ability 1�µ, the player randomly chooses a role model from
the population. The higher the payoff of the role model, the
more likely it is that the focal player adopts the role model’s
strategy (Materials and Methods). Overall, the two modes of
updating, mutation and imitation, give rise to an ergodic process
on the space of all population compositions. In the following,
we present results for the case when mutations are relatively
rare (43, 44).

First, we calculated for a fixed benefit-to-cost ratio of b/c=5
how often each strategy is played over the course of evolu-
tion, for each of the eight possible scenarios (Fig. 3). In four
cases, the leading-eight strategy is played in less than 1% of the
time. These cases correspond to the four leading-eight strate-
gies L3–L6 that frequently assign a good reputation to ALLD
players. For these leading-eight strategies, once everyone in a
population has learned to be a defector, players have difficul-
ties in reestablishing a cooperative regime (in Fig. 3 C–F, once
ALLD is reached, every other strategy has a fixation probabil-
ity smaller than 0.001). In contrast, the strategy L8 is played
in substantial proportions. But in the presence of noise, players
with this strategy always defect, because they deem everyone as
bad (Fig. 2).

L1

ALLC

ALLD

L1 ALLC ALLDA
L2

ALLC

ALLD

L2 ALLC ALLDB
L3

ALLC

ALLD

L3 ALLC ALLDC
L4

ALLC

ALLD

L4 ALLC ALLDD

L5

ALLC

ALLD

L5 ALLC ALLDE
L6

ALLC

ALLD

L6 ALLC ALLDF
L7

ALLC

ALLD

L7 ALLC ALLDG
L8

ALLC

ALLD

L8 ALLC ALLDH

Fig. 2. (A–H) When individuals base their decisions on noisy private information, their assessments may diverge. Models of private information need to
keep track of which player assigns which reputation to which coplayer at any given time. These pairwise assessments are represented by image matrices.
Here, we represent these image matrices graphically, assuming that the population consists of equal parts of a leading-eight strategy, of unconditional
cooperators (ALLC) and unconditional defectors (ALLD). A colored dot means that the corresponding row player assigns a good reputation to the column
player. Without loss of generality, we assume that ALLC players assign a good reputation to everyone, whereas ALLD players deem everyone as bad. The
assessments of the leading-eight players depend on the coplayer’s strategy and on the frequency of perception errors. We observe that two of the leading-
eight strategies are particularly prone to errors: L6 (“stern judging”) eventually assigns a random reputation to any coplayer, while L8 (“judging’) eventually
considers everyone as bad. Only the other six strategies separate between conditionally cooperative strategies and unconditional defectors. Each box shows
the image matrix after 2 · 106 simulated interactions in a population of size N = 3 · 30 = 90. Perception errors occur at rate "= 0.05, and interactions are
observed with high probability, q = 0.9.
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Indirect reciprocity is a mechanism for cooperation based on
shared moral systems and individual reputations. It assumes that
members of a community routinely observe and assess each other
and that they use this information to decide who is good or
bad, and who deserves cooperation. When information is trans-
mitted publicly, such that all community members agree on each
other’s reputation, previous research has highlighted eight cru-
cial moral systems. These “leading-eight” strategies can maintain
cooperation and resist invasion by defectors. However, in real
populations individuals often hold their own private views of oth-
ers. Once two individuals disagree about their opinion of some
third party, they may also see its subsequent actions in a different
light. Their opinions may further diverge over time. Herein, we
explore indirect reciprocity when information transmission is pri-
vate and noisy. We find that in the presence of perception errors,
most leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, cooperation rates may drop considerably
when errors are common. Our research highlights the role of reli-
able information and synchronized reputations to maintain stable
moral systems.

cooperation | indirect reciprocity | social norms | evolutionary
game theory

Humans treat their reputations as a form of social capital
(1–3). They strategically invest into their good reputa-

tion when their benevolent actions are widely observed (4–6),
which in turn makes them more likely to receive benefits in
subsequent interactions (7–12). Reputations undergo constant
changes in time. They are affected by rumors and gossip (13),
which themselves can spread in a population and develop a
life of their own. Evolutionary game theory explores how good
reputations are acquired and how they affect subsequent behav-
iors, using the framework of indirect reciprocity (14–17). This
framework assumes that members of a population routinely
observe and assess each other’s social interactions. Whether
a given action is perceived as good depends on the action
itself, the context, and the social norm used by the population.
Behaviors that yield a good reputation in one society may be
condemned in others. A crucial question thus becomes: Which
social norms are most conducive to maintain cooperation in a
population?

Different social norms can be ordered according to their com-
plexity (18) and according to the information that is required
to assess a given action (19, 20). According to “first-order
norms,” the interpretation of an action depends only on the
action itself. When a donor interacts with a recipient in a social
dilemma, the donor’s reputation improves if she cooperates,
whereas her reputation drops if she defects (21–26). Accord-
ing to “second-order norms,” the interpretation of an action
additionally depends on the reputation of the recipient. The
recipient’s reputation provides the context of the interaction. It
allows observers to distinguish between justified and unjustified
defections (27–29). For example, the standing strategy consid-
ers it wrongful only to defect against well-reputed recipients;
donors who defect against bad recipients do not suffer from

an impaired reputation (30). According to “third-order norms,”
observers need to additionally take the donor’s reputation into
account. In this way, assessment rules of higher order are increas-
ingly able to give a more nuanced interpretation of a donor’s
action, but they also require observers to store and process more
information.

When subjects are restricted to binary norms, such that repu-
tations are either “good” or “bad,” an exhaustive search shows
there are eight third-order norms that maintain cooperation (20,
31). These “leading-eight strategies” are summarized in Table
1, and we refer to them as L1–L8. None of them is exclu-
sively based on first-order information, whereas two of them
(called “simple standing” and “stern judging,” refs. 32 and 33)
require second-order information only. There are several uni-
versal characteristics that all leading-eight strategies share. For
example, against a recipient with a good reputation, a donor who
cooperates should always obtain a good reputation, whereas a
donor who defects should gain a bad reputation. The norms dif-
fer, however, in how they assess actions toward bad recipients.
Whereas some norms allow good donors to preserve their good
standing when they cooperate with a bad recipient, other norms
disincentivize such behaviors.

Ohtsuki and Iwasa (20, 31) have shown that if all members of a
population adopt a leading-eight strategy, stable cooperation can
emerge. Their model, however, assumes that the players’ images
are synchronized; two population members would always agree
on the current reputation of some third population member. The
assumption of publicly available and synchronized information

Significance

Indirect reciprocity explores how humans act when their rep-
utation is at stake, and which social norms they use to
assess the actions of others. A crucial question in indirect
reciprocity is which social norms can maintain stable cooper-
ation in a society. Past research has highlighted eight such
norms, called “leading-eight” strategies. This past research,
however, is based on the assumption that all relevant infor-
mation about other population members is publicly available
and that everyone agrees on who is good or bad. Instead,
here we explore the reputation dynamics when information
is private and noisy. We show that under these conditions,
most leading-eight strategies fail to evolve. Those leading-
eight strategies that do evolve are unable to sustain full
cooperation.
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as good by L3, L4, L5, and L6 is given by 31%, 31%, 42%,
and 50%, respectively (SI Appendix, Fig. S1). In terms of these
four leading-eight strategies, a bad player who defects against
another bad player deserves a good reputation (Table 1). In
particular, ALLD players can easily gain a good reputation
whenever they encounter another ALLD player. Moreover,
the higher the proportion of ALLD players in a population,
the more readily they obtain a good reputation. This finding
suggests that while L3–L6 might be stable when these strate-
gies are common in the population (20, 38), they have prob-
lems in restraining the payoff of ALLD when defectors are
predominant.

Second, leading-eight players may sometimes collectively
judge a player of their own kind as bad. In Fig. 2, such cases
are represented by white vertical lines in the upper left square
of an image matrix. In SI Appendix, Fig. S2 we show that such
apparent misjudgments are typically introduced by perception
errors. They occur, for example, when a leading-eight donor
defects against an ALLC recipient, who is mistakenly considered
as bad by the donor. Other leading-eight players who witness this
interaction will then collectively assign a bad reputation to the
donor—in their eyes, a good recipient has not obtained the help
he deserves. This example highlights that under private infor-
mation, an isolated disagreement about the reputation of some
population member can have considerable consequences on the
further reputation dynamics.

To gain a better understanding of such cases, we analytically
explored the consequences of a single disagreement in a homo-
geneous population of leading-eight players (see SI Appendix

for all details). There we assume that initially, all players con-
sider each other as good, with the exception of one player who
considers a random coplayer as bad. Assuming that no further
errors occur, we study how likely the population recovers from
this single disagreement (i.e., how likely the population reverts
to a state where everyone is considered good) and how long
it takes until recovery. While some leading-eight strategies are
guaranteed to recover from single disagreements, we find that
other strategies may reach an absorbing state where players
mutually assign a bad reputation to each other. Moreover, even
if recovery occurs, for some strategies it may take a consider-
able time (SI Appendix, Fig. S3). Two strategies fare particularly
badly: L6 and L8 have the lowest probability to recover from a

single disagreement, and they have the longest recovery time.
This finding is also reflected in Fig. 2, which shows that these
two strategies are unable to maintain cooperation. L6 eventually
assigns random reputations to all coplayers, whereas L8 assigns
a bad reputation to everyone (SI Appendix, Fig. S4). While L6
(“stern”) has been found to be particularly successful under pub-
lic information (18, 32, 33), our results confirm that this strategy
is too strict and unforgiving when information is private and
noisy (34–36).

Evolutionary Dynamics. Next we explore how likely a leading-eight
strategy would evolve when population members can change
their strategies over time. We first consider a minimalistic sce-
nario, where players can choose among three strategies only, a
leading-eight strategy Li , ALLC, and ALLD. To model how play-
ers adopt new strategies, we consider simple imitation dynamics
(39–42). In each time step of the evolutionary process, one player
is picked at random. With probability µ (the mutation rate),
this player then adopts some random strategy, corresponding
to the case of undirected learning. With the remaining prob-
ability 1�µ, the player randomly chooses a role model from
the population. The higher the payoff of the role model, the
more likely it is that the focal player adopts the role model’s
strategy (Materials and Methods). Overall, the two modes of
updating, mutation and imitation, give rise to an ergodic process
on the space of all population compositions. In the following,
we present results for the case when mutations are relatively
rare (43, 44).

First, we calculated for a fixed benefit-to-cost ratio of b/c=5
how often each strategy is played over the course of evolu-
tion, for each of the eight possible scenarios (Fig. 3). In four
cases, the leading-eight strategy is played in less than 1% of the
time. These cases correspond to the four leading-eight strate-
gies L3–L6 that frequently assign a good reputation to ALLD
players. For these leading-eight strategies, once everyone in a
population has learned to be a defector, players have difficul-
ties in reestablishing a cooperative regime (in Fig. 3 C–F, once
ALLD is reached, every other strategy has a fixation probabil-
ity smaller than 0.001). In contrast, the strategy L8 is played
in substantial proportions. But in the presence of noise, players
with this strategy always defect, because they deem everyone as
bad (Fig. 2).
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Fig. 2. (A–H) When individuals base their decisions on noisy private information, their assessments may diverge. Models of private information need to
keep track of which player assigns which reputation to which coplayer at any given time. These pairwise assessments are represented by image matrices.
Here, we represent these image matrices graphically, assuming that the population consists of equal parts of a leading-eight strategy, of unconditional
cooperators (ALLC) and unconditional defectors (ALLD). A colored dot means that the corresponding row player assigns a good reputation to the column
player. Without loss of generality, we assume that ALLC players assign a good reputation to everyone, whereas ALLD players deem everyone as bad. The
assessments of the leading-eight players depend on the coplayer’s strategy and on the frequency of perception errors. We observe that two of the leading-
eight strategies are particularly prone to errors: L6 (“stern judging”) eventually assigns a random reputation to any coplayer, while L8 (“judging’) eventually
considers everyone as bad. Only the other six strategies separate between conditionally cooperative strategies and unconditional defectors. Each box shows
the image matrix after 2 · 106 simulated interactions in a population of size N = 3 · 30 = 90. Perception errors occur at rate "= 0.05, and interactions are
observed with high probability, q = 0.9.

Hilbe et al. PNAS | November 27, 2018 | vol. 115 | no. 48 | 12243

 

  

 



Evolution of indirect reciprocity: The impact of noise 

E
V

O
L
U

T
IO

N
S

O
C

IA
L

S
C

IE
N

C
E
S

Indirect reciprocity with private, noisy, and
incomplete information
Christian Hilbea,1, Laura Schmida, Josef Tkadleca, Krishnendu Chatterjeea, and Martin A. Nowakb,c,d

aInstitute of Science and Technology Austria, 3400 Klosterneuburg, Austria; bProgram for Evolutionary Dynamics, Harvard University, Cambridge, MA
02138; cDepartment of Organismic and Evolutionary Biology, Harvard University, Cambridge, MA 02138; and dDepartment of Mathematics, Harvard
University, Cambridge, MA 02138

Edited by Brian Skyrms, University of California, Irvine, CA, and approved October 16, 2018 (received for review June 19, 2018)

Indirect reciprocity is a mechanism for cooperation based on
shared moral systems and individual reputations. It assumes that
members of a community routinely observe and assess each other
and that they use this information to decide who is good or
bad, and who deserves cooperation. When information is trans-
mitted publicly, such that all community members agree on each
other’s reputation, previous research has highlighted eight cru-
cial moral systems. These “leading-eight” strategies can maintain
cooperation and resist invasion by defectors. However, in real
populations individuals often hold their own private views of oth-
ers. Once two individuals disagree about their opinion of some
third party, they may also see its subsequent actions in a different
light. Their opinions may further diverge over time. Herein, we
explore indirect reciprocity when information transmission is pri-
vate and noisy. We find that in the presence of perception errors,
most leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, cooperation rates may drop considerably
when errors are common. Our research highlights the role of reli-
able information and synchronized reputations to maintain stable
moral systems.

cooperation | indirect reciprocity | social norms | evolutionary
game theory

Humans treat their reputations as a form of social capital
(1–3). They strategically invest into their good reputa-

tion when their benevolent actions are widely observed (4–6),
which in turn makes them more likely to receive benefits in
subsequent interactions (7–12). Reputations undergo constant
changes in time. They are affected by rumors and gossip (13),
which themselves can spread in a population and develop a
life of their own. Evolutionary game theory explores how good
reputations are acquired and how they affect subsequent behav-
iors, using the framework of indirect reciprocity (14–17). This
framework assumes that members of a population routinely
observe and assess each other’s social interactions. Whether
a given action is perceived as good depends on the action
itself, the context, and the social norm used by the population.
Behaviors that yield a good reputation in one society may be
condemned in others. A crucial question thus becomes: Which
social norms are most conducive to maintain cooperation in a
population?

Different social norms can be ordered according to their com-
plexity (18) and according to the information that is required
to assess a given action (19, 20). According to “first-order
norms,” the interpretation of an action depends only on the
action itself. When a donor interacts with a recipient in a social
dilemma, the donor’s reputation improves if she cooperates,
whereas her reputation drops if she defects (21–26). Accord-
ing to “second-order norms,” the interpretation of an action
additionally depends on the reputation of the recipient. The
recipient’s reputation provides the context of the interaction. It
allows observers to distinguish between justified and unjustified
defections (27–29). For example, the standing strategy consid-
ers it wrongful only to defect against well-reputed recipients;
donors who defect against bad recipients do not suffer from

an impaired reputation (30). According to “third-order norms,”
observers need to additionally take the donor’s reputation into
account. In this way, assessment rules of higher order are increas-
ingly able to give a more nuanced interpretation of a donor’s
action, but they also require observers to store and process more
information.

When subjects are restricted to binary norms, such that repu-
tations are either “good” or “bad,” an exhaustive search shows
there are eight third-order norms that maintain cooperation (20,
31). These “leading-eight strategies” are summarized in Table
1, and we refer to them as L1–L8. None of them is exclu-
sively based on first-order information, whereas two of them
(called “simple standing” and “stern judging,” refs. 32 and 33)
require second-order information only. There are several uni-
versal characteristics that all leading-eight strategies share. For
example, against a recipient with a good reputation, a donor who
cooperates should always obtain a good reputation, whereas a
donor who defects should gain a bad reputation. The norms dif-
fer, however, in how they assess actions toward bad recipients.
Whereas some norms allow good donors to preserve their good
standing when they cooperate with a bad recipient, other norms
disincentivize such behaviors.

Ohtsuki and Iwasa (20, 31) have shown that if all members of a
population adopt a leading-eight strategy, stable cooperation can
emerge. Their model, however, assumes that the players’ images
are synchronized; two population members would always agree
on the current reputation of some third population member. The
assumption of publicly available and synchronized information

Significance

Indirect reciprocity explores how humans act when their rep-
utation is at stake, and which social norms they use to
assess the actions of others. A crucial question in indirect
reciprocity is which social norms can maintain stable cooper-
ation in a society. Past research has highlighted eight such
norms, called “leading-eight” strategies. This past research,
however, is based on the assumption that all relevant infor-
mation about other population members is publicly available
and that everyone agrees on who is good or bad. Instead,
here we explore the reputation dynamics when information
is private and noisy. We show that under these conditions,
most leading-eight strategies fail to evolve. Those leading-
eight strategies that do evolve are unable to sustain full
cooperation.
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as good by L3, L4, L5, and L6 is given by 31%, 31%, 42%,
and 50%, respectively (SI Appendix, Fig. S1). In terms of these
four leading-eight strategies, a bad player who defects against
another bad player deserves a good reputation (Table 1). In
particular, ALLD players can easily gain a good reputation
whenever they encounter another ALLD player. Moreover,
the higher the proportion of ALLD players in a population,
the more readily they obtain a good reputation. This finding
suggests that while L3–L6 might be stable when these strate-
gies are common in the population (20, 38), they have prob-
lems in restraining the payoff of ALLD when defectors are
predominant.

Second, leading-eight players may sometimes collectively
judge a player of their own kind as bad. In Fig. 2, such cases
are represented by white vertical lines in the upper left square
of an image matrix. In SI Appendix, Fig. S2 we show that such
apparent misjudgments are typically introduced by perception
errors. They occur, for example, when a leading-eight donor
defects against an ALLC recipient, who is mistakenly considered
as bad by the donor. Other leading-eight players who witness this
interaction will then collectively assign a bad reputation to the
donor—in their eyes, a good recipient has not obtained the help
he deserves. This example highlights that under private infor-
mation, an isolated disagreement about the reputation of some
population member can have considerable consequences on the
further reputation dynamics.

To gain a better understanding of such cases, we analytically
explored the consequences of a single disagreement in a homo-
geneous population of leading-eight players (see SI Appendix

for all details). There we assume that initially, all players con-
sider each other as good, with the exception of one player who
considers a random coplayer as bad. Assuming that no further
errors occur, we study how likely the population recovers from
this single disagreement (i.e., how likely the population reverts
to a state where everyone is considered good) and how long
it takes until recovery. While some leading-eight strategies are
guaranteed to recover from single disagreements, we find that
other strategies may reach an absorbing state where players
mutually assign a bad reputation to each other. Moreover, even
if recovery occurs, for some strategies it may take a consider-
able time (SI Appendix, Fig. S3). Two strategies fare particularly
badly: L6 and L8 have the lowest probability to recover from a

single disagreement, and they have the longest recovery time.
This finding is also reflected in Fig. 2, which shows that these
two strategies are unable to maintain cooperation. L6 eventually
assigns random reputations to all coplayers, whereas L8 assigns
a bad reputation to everyone (SI Appendix, Fig. S4). While L6
(“stern”) has been found to be particularly successful under pub-
lic information (18, 32, 33), our results confirm that this strategy
is too strict and unforgiving when information is private and
noisy (34–36).

Evolutionary Dynamics. Next we explore how likely a leading-eight
strategy would evolve when population members can change
their strategies over time. We first consider a minimalistic sce-
nario, where players can choose among three strategies only, a
leading-eight strategy Li , ALLC, and ALLD. To model how play-
ers adopt new strategies, we consider simple imitation dynamics
(39–42). In each time step of the evolutionary process, one player
is picked at random. With probability µ (the mutation rate),
this player then adopts some random strategy, corresponding
to the case of undirected learning. With the remaining prob-
ability 1�µ, the player randomly chooses a role model from
the population. The higher the payoff of the role model, the
more likely it is that the focal player adopts the role model’s
strategy (Materials and Methods). Overall, the two modes of
updating, mutation and imitation, give rise to an ergodic process
on the space of all population compositions. In the following,
we present results for the case when mutations are relatively
rare (43, 44).

First, we calculated for a fixed benefit-to-cost ratio of b/c=5
how often each strategy is played over the course of evolu-
tion, for each of the eight possible scenarios (Fig. 3). In four
cases, the leading-eight strategy is played in less than 1% of the
time. These cases correspond to the four leading-eight strate-
gies L3–L6 that frequently assign a good reputation to ALLD
players. For these leading-eight strategies, once everyone in a
population has learned to be a defector, players have difficul-
ties in reestablishing a cooperative regime (in Fig. 3 C–F, once
ALLD is reached, every other strategy has a fixation probabil-
ity smaller than 0.001). In contrast, the strategy L8 is played
in substantial proportions. But in the presence of noise, players
with this strategy always defect, because they deem everyone as
bad (Fig. 2).
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Fig. 2. (A–H) When individuals base their decisions on noisy private information, their assessments may diverge. Models of private information need to
keep track of which player assigns which reputation to which coplayer at any given time. These pairwise assessments are represented by image matrices.
Here, we represent these image matrices graphically, assuming that the population consists of equal parts of a leading-eight strategy, of unconditional
cooperators (ALLC) and unconditional defectors (ALLD). A colored dot means that the corresponding row player assigns a good reputation to the column
player. Without loss of generality, we assume that ALLC players assign a good reputation to everyone, whereas ALLD players deem everyone as bad. The
assessments of the leading-eight players depend on the coplayer’s strategy and on the frequency of perception errors. We observe that two of the leading-
eight strategies are particularly prone to errors: L6 (“stern judging”) eventually assigns a random reputation to any coplayer, while L8 (“judging’) eventually
considers everyone as bad. Only the other six strategies separate between conditionally cooperative strategies and unconditional defectors. Each box shows
the image matrix after 2 · 106 simulated interactions in a population of size N = 3 · 30 = 90. Perception errors occur at rate "= 0.05, and interactions are
observed with high probability, q = 0.9.
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Indirect reciprocity is a mechanism for cooperation based on
shared moral systems and individual reputations. It assumes that
members of a community routinely observe and assess each other
and that they use this information to decide who is good or
bad, and who deserves cooperation. When information is trans-
mitted publicly, such that all community members agree on each
other’s reputation, previous research has highlighted eight cru-
cial moral systems. These “leading-eight” strategies can maintain
cooperation and resist invasion by defectors. However, in real
populations individuals often hold their own private views of oth-
ers. Once two individuals disagree about their opinion of some
third party, they may also see its subsequent actions in a different
light. Their opinions may further diverge over time. Herein, we
explore indirect reciprocity when information transmission is pri-
vate and noisy. We find that in the presence of perception errors,
most leading-eight strategies cease to be stable. Even if a leading-
eight strategy evolves, cooperation rates may drop considerably
when errors are common. Our research highlights the role of reli-
able information and synchronized reputations to maintain stable
moral systems.

cooperation | indirect reciprocity | social norms | evolutionary
game theory

Humans treat their reputations as a form of social capital
(1–3). They strategically invest into their good reputa-

tion when their benevolent actions are widely observed (4–6),
which in turn makes them more likely to receive benefits in
subsequent interactions (7–12). Reputations undergo constant
changes in time. They are affected by rumors and gossip (13),
which themselves can spread in a population and develop a
life of their own. Evolutionary game theory explores how good
reputations are acquired and how they affect subsequent behav-
iors, using the framework of indirect reciprocity (14–17). This
framework assumes that members of a population routinely
observe and assess each other’s social interactions. Whether
a given action is perceived as good depends on the action
itself, the context, and the social norm used by the population.
Behaviors that yield a good reputation in one society may be
condemned in others. A crucial question thus becomes: Which
social norms are most conducive to maintain cooperation in a
population?

Different social norms can be ordered according to their com-
plexity (18) and according to the information that is required
to assess a given action (19, 20). According to “first-order
norms,” the interpretation of an action depends only on the
action itself. When a donor interacts with a recipient in a social
dilemma, the donor’s reputation improves if she cooperates,
whereas her reputation drops if she defects (21–26). Accord-
ing to “second-order norms,” the interpretation of an action
additionally depends on the reputation of the recipient. The
recipient’s reputation provides the context of the interaction. It
allows observers to distinguish between justified and unjustified
defections (27–29). For example, the standing strategy consid-
ers it wrongful only to defect against well-reputed recipients;
donors who defect against bad recipients do not suffer from

an impaired reputation (30). According to “third-order norms,”
observers need to additionally take the donor’s reputation into
account. In this way, assessment rules of higher order are increas-
ingly able to give a more nuanced interpretation of a donor’s
action, but they also require observers to store and process more
information.

When subjects are restricted to binary norms, such that repu-
tations are either “good” or “bad,” an exhaustive search shows
there are eight third-order norms that maintain cooperation (20,
31). These “leading-eight strategies” are summarized in Table
1, and we refer to them as L1–L8. None of them is exclu-
sively based on first-order information, whereas two of them
(called “simple standing” and “stern judging,” refs. 32 and 33)
require second-order information only. There are several uni-
versal characteristics that all leading-eight strategies share. For
example, against a recipient with a good reputation, a donor who
cooperates should always obtain a good reputation, whereas a
donor who defects should gain a bad reputation. The norms dif-
fer, however, in how they assess actions toward bad recipients.
Whereas some norms allow good donors to preserve their good
standing when they cooperate with a bad recipient, other norms
disincentivize such behaviors.

Ohtsuki and Iwasa (20, 31) have shown that if all members of a
population adopt a leading-eight strategy, stable cooperation can
emerge. Their model, however, assumes that the players’ images
are synchronized; two population members would always agree
on the current reputation of some third population member. The
assumption of publicly available and synchronized information

Significance

Indirect reciprocity explores how humans act when their rep-
utation is at stake, and which social norms they use to
assess the actions of others. A crucial question in indirect
reciprocity is which social norms can maintain stable cooper-
ation in a society. Past research has highlighted eight such
norms, called “leading-eight” strategies. This past research,
however, is based on the assumption that all relevant infor-
mation about other population members is publicly available
and that everyone agrees on who is good or bad. Instead,
here we explore the reputation dynamics when information
is private and noisy. We show that under these conditions,
most leading-eight strategies fail to evolve. Those leading-
eight strategies that do evolve are unable to sustain full
cooperation.
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as good by L3, L4, L5, and L6 is given by 31%, 31%, 42%,
and 50%, respectively (SI Appendix, Fig. S1). In terms of these
four leading-eight strategies, a bad player who defects against
another bad player deserves a good reputation (Table 1). In
particular, ALLD players can easily gain a good reputation
whenever they encounter another ALLD player. Moreover,
the higher the proportion of ALLD players in a population,
the more readily they obtain a good reputation. This finding
suggests that while L3–L6 might be stable when these strate-
gies are common in the population (20, 38), they have prob-
lems in restraining the payoff of ALLD when defectors are
predominant.

Second, leading-eight players may sometimes collectively
judge a player of their own kind as bad. In Fig. 2, such cases
are represented by white vertical lines in the upper left square
of an image matrix. In SI Appendix, Fig. S2 we show that such
apparent misjudgments are typically introduced by perception
errors. They occur, for example, when a leading-eight donor
defects against an ALLC recipient, who is mistakenly considered
as bad by the donor. Other leading-eight players who witness this
interaction will then collectively assign a bad reputation to the
donor—in their eyes, a good recipient has not obtained the help
he deserves. This example highlights that under private infor-
mation, an isolated disagreement about the reputation of some
population member can have considerable consequences on the
further reputation dynamics.

To gain a better understanding of such cases, we analytically
explored the consequences of a single disagreement in a homo-
geneous population of leading-eight players (see SI Appendix

for all details). There we assume that initially, all players con-
sider each other as good, with the exception of one player who
considers a random coplayer as bad. Assuming that no further
errors occur, we study how likely the population recovers from
this single disagreement (i.e., how likely the population reverts
to a state where everyone is considered good) and how long
it takes until recovery. While some leading-eight strategies are
guaranteed to recover from single disagreements, we find that
other strategies may reach an absorbing state where players
mutually assign a bad reputation to each other. Moreover, even
if recovery occurs, for some strategies it may take a consider-
able time (SI Appendix, Fig. S3). Two strategies fare particularly
badly: L6 and L8 have the lowest probability to recover from a

single disagreement, and they have the longest recovery time.
This finding is also reflected in Fig. 2, which shows that these
two strategies are unable to maintain cooperation. L6 eventually
assigns random reputations to all coplayers, whereas L8 assigns
a bad reputation to everyone (SI Appendix, Fig. S4). While L6
(“stern”) has been found to be particularly successful under pub-
lic information (18, 32, 33), our results confirm that this strategy
is too strict and unforgiving when information is private and
noisy (34–36).

Evolutionary Dynamics. Next we explore how likely a leading-eight
strategy would evolve when population members can change
their strategies over time. We first consider a minimalistic sce-
nario, where players can choose among three strategies only, a
leading-eight strategy Li , ALLC, and ALLD. To model how play-
ers adopt new strategies, we consider simple imitation dynamics
(39–42). In each time step of the evolutionary process, one player
is picked at random. With probability µ (the mutation rate),
this player then adopts some random strategy, corresponding
to the case of undirected learning. With the remaining prob-
ability 1�µ, the player randomly chooses a role model from
the population. The higher the payoff of the role model, the
more likely it is that the focal player adopts the role model’s
strategy (Materials and Methods). Overall, the two modes of
updating, mutation and imitation, give rise to an ergodic process
on the space of all population compositions. In the following,
we present results for the case when mutations are relatively
rare (43, 44).

First, we calculated for a fixed benefit-to-cost ratio of b/c=5
how often each strategy is played over the course of evolu-
tion, for each of the eight possible scenarios (Fig. 3). In four
cases, the leading-eight strategy is played in less than 1% of the
time. These cases correspond to the four leading-eight strate-
gies L3–L6 that frequently assign a good reputation to ALLD
players. For these leading-eight strategies, once everyone in a
population has learned to be a defector, players have difficul-
ties in reestablishing a cooperative regime (in Fig. 3 C–F, once
ALLD is reached, every other strategy has a fixation probabil-
ity smaller than 0.001). In contrast, the strategy L8 is played
in substantial proportions. But in the presence of noise, players
with this strategy always defect, because they deem everyone as
bad (Fig. 2).

L1

ALLC

ALLD

L1 ALLC ALLDA
L2

ALLC

ALLD

L2 ALLC ALLDB
L3

ALLC

ALLD

L3 ALLC ALLDC
L4

ALLC

ALLD

L4 ALLC ALLDD

L5

ALLC

ALLD

L5 ALLC ALLDE
L6

ALLC

ALLD

L6 ALLC ALLDF
L7

ALLC

ALLD

L7 ALLC ALLDG
L8

ALLC

ALLD

L8 ALLC ALLDH

Fig. 2. (A–H) When individuals base their decisions on noisy private information, their assessments may diverge. Models of private information need to
keep track of which player assigns which reputation to which coplayer at any given time. These pairwise assessments are represented by image matrices.
Here, we represent these image matrices graphically, assuming that the population consists of equal parts of a leading-eight strategy, of unconditional
cooperators (ALLC) and unconditional defectors (ALLD). A colored dot means that the corresponding row player assigns a good reputation to the column
player. Without loss of generality, we assume that ALLC players assign a good reputation to everyone, whereas ALLD players deem everyone as bad. The
assessments of the leading-eight players depend on the coplayer’s strategy and on the frequency of perception errors. We observe that two of the leading-
eight strategies are particularly prone to errors: L6 (“stern judging”) eventually assigns a random reputation to any coplayer, while L8 (“judging’) eventually
considers everyone as bad. Only the other six strategies separate between conditionally cooperative strategies and unconditional defectors. Each box shows
the image matrix after 2 · 106 simulated interactions in a population of size N = 3 · 30 = 90. Perception errors occur at rate "= 0.05, and interactions are
observed with high probability, q = 0.9.
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Remark 3.10. Indirect reciprocity with noise (continued)

•Overall, noise seems to make it harder for the leading-
eight to be stable. 

Evolution of indirect reciprocity: The impact of noise 

• Once there are errors, players may think of each other 
as bad, although they apply exactly the same norm

•These disagreements can spread

•Some norms fail to maintain cooperation altogether. 
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0.097
0.012

<0.001
0.668

0.043
<0.001

65.8%

ALLD

4.3%

ALLC

30.0%

L1 B
Consistent Standing

0.002
0.139

<0.001
0.668

0.017
<0.001

10.6%

ALLD

0.3%

ALLC

89.1%

L2 C
Simple Standing

0.098
0.012

<0.001
0.668

<0.001
<0.001

99.4%

ALLD

0.1%

ALLC

0.5%

L3 D

0.121
0.009

<0.001
0.668

<0.001
<0.001

99.8%

ALLD

0.0%

ALLC

0.1%

L4

E

<0.001
0.148

<0.001
0.668

<0.001
<0.001

99.5%

ALLD

0.0%

ALLC

0.5%

L5 F
Stern Judging

<0.001
0.376

<0.001
0.668

<0.001
0.401

100.0%

ALLD

0.0%

ALLC

0.0%

L6 G
Staying

0.152
0.007

<0.001
0.668

0.052
<0.001

70.1%

ALLD

5.5%

ALLC

24.4%

L7 H
Judging

<0.001
0.668

<0.001
0.668

0.020
0.020

50.0%

ALLD

0.0%

ALLC

50.0%

L8

Fig. 3. Most of the leading-eight strategies are disfavored in the presence of perception errors. We simulated the evolutionary dynamics when each of the
leading-eight strategies competes with ALLC and ALLD. These simulations assume that, over time, players tend to imitate coplayers with more profitable
strategies and that they occasionally explore random strategies (Materials and Methods). The numbers within the circles represent the abundance of the
respective strategy in the selection–mutation equilibrium. The numbers close to the arrows represent the fixation probability of a single mutant into the
given resident strategy. We use solid lines for the arrows to depict a fixation probability that exceeds the neutral probability 1/N, and we use dotted lines if
the fixation probability is smaller than 1/N. In four cases, we find that ALLD is predominant (C–F). In one case (H), the leading-eight strategy coexists with
ALLD but without any cooperation. In the remaining cases (A, B, and G), we find that L1 and L7 are played with moderate frequencies, but only populations
that have access to L2 (“consistent standing”) settle at the leading-eight strategy. Parameters: Population size N = 50, benefit b = 5, cost c = 1, strength of
selection s = 1, error rate "= 0.05, observation probability q = 0.9, in the limit of rare mutations µ! 0.

There are only three scenarios in Fig. 3 that allow for positive
cooperation rates. The corresponding leading-eight strategies
are L1, L2 (“consistent standing”), and L7 (“staying,” ref. 45).
For L1 and L7, the evolutionary dynamics take the form of
a rock–scissors–paper cycle (46–50). The leading-eight strategy
can be invaded by ALLC, which gives rise to ALLD, which in
turn leads back to the leading-eight strategy. Because ALLD is
most robust in this cycle, the leading-eight strategies are played
in less than one-third of the time (Fig. 3 A and G).

Only consistent standing, L2, is able to compete with ALLC
and ALLD in a direct comparison (Fig. 3B). Under consistent
standing, there is a unique action in each possible situation that
allows a donor to obtain a good standing. For example, when a
good donor meets a bad recipient, the donor keepsv her good
standing by defecting, but loses it by cooperating. Compared
with stern judging, which has a similar property (18), consis-
tent standing incentivizes cooperation more strongly. When two
bad players interact, the correct decision according to consistent
standing is to cooperate, whereas a stern player would defect
(Table 1).

Nevertheless, we find that even when consistent standing is
common, the average cooperation rate in the population rarely
exceeds 65%. To show this, we repeated the previous evolution-
ary simulations for the eight scenarios while varying the benefit-
to-cost ratio, the error rate, and the observation probability
(Fig. 4). These simulations confirm that five of the leading-eight
strategies cannot maintain any cooperation when competing with
ALLC and ALLD. Only for L1, L2, and L7 are average coop-
eration rates positive, reaching a maximum for intermediate
benefit-to-cost ratios (Fig. 4A). If the benefit-to-cost ratio is too
low, we find that each of these leading-eight strategies can be
invaded by ALLD, whereas if the ratio is too high, ALLC can
invade (SI Appendix, Fig. S5). In between, consistent standing
may outperform ALLC and ALLD, but in the presence of noise
it does not yield high cooperation rates against itself. Even if all
interactions are observed (q =1), cooperation rates in a homoge-
neous L2 population drop below 70% once the error rate exceeds
5% (SI Appendix, Fig. S4). Our analytical results in SI Appendix

suggest that while L2 populations always recover from single dis-
agreements, it may take them a substantial time to do so, during

which further errors may accumulate. As a result, whereas L2
seems most robust when coevolving with ALLC and ALLD, it
is unable to maintain full cooperation. Furthermore, additional
simulation results suggest that even if L2 is able to resist invasion
by ALLC and ALLD, it may be invaded by mutant strategies that
differ in only one bit from L2 (SI Appendix, Fig. S6).

So far, we have assumed that mutations are rare, such that
populations are typically homogeneous. Experimental evidence,
however, suggests that there is considerable variation in the
social norms used by subjects (4, 7–11). While some subjects are
best classified as unconditional defectors, others act as uncon-
ditional cooperators or use more sophisticated higher-order
strategies (11). In agreement with these experimental studies,
there is theoretical evidence that some leading-eight strategies
like L7 may form stable coexistences with ALLC (36). In SI

Appendix, Figs. S7–S9, we present further evolutionary results for
higher mutation rates, in which such coexistences are possible.

A B C

Fig. 4. Noise can prevent the evolution of full cooperation even if leading-
eight strategies evolve. We repeated the evolutionary simulations in Fig. 3,
but varying (A) the benefit of cooperation, (B) the error rate, and (C) the
observation probability. The graph shows the average cooperation rate for
each scenario in the selection–mutation equilibrium. This cooperation rate
depends on how abundant each strategy is in equilibrium and on how much
cooperation each strategy yields against itself in the presence of noise. For
five of the eight scenarios, cooperation rates remain low across the con-
sidered parameter range. Only the three other leading-eight strategies can
persist in the population, but even then cooperation rates typically remain
below 70%. We use the same baseline parameters as in Fig. 3.
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Evolution of empathetic moral evaluation
Arunas L Radzvilavicius1*, Alexander J Stewart2, Joshua B Plotkin1*
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Abstract Social norms can promote cooperation by assigning reputations to individuals based
on their past actions. A good reputation indicates that an individual is likely to reciprocate. A large
body of research has established norms of moral assessment that promote cooperation, assuming
reputations are objective. But without a centralized institution to provide objective evaluation,
opinions about an individual’s reputation may differ across a population. In this setting we study
the role of empathy–the capacity to form moral evaluations from another person’s perspective. We
show that empathy tends to foster cooperation by reducing the rate of unjustified defection. The
norms of moral evaluation previously considered most socially beneficial depend on high levels of
empathy, whereas different norms maximize social welfare in populations incapable of empathy.
Finally, we show that empathy itself can evolve through social contagion. We conclude that a
capacity for empathy is a key component for sustaining cooperation in societies.
DOI: https://doi.org/10.7554/eLife.44269.001

Introduction
Widespread cooperation among unrelated individuals in human societies is puzzling, given strong

incentives for exploitative cheating in well-mixed populations (Ohtsuki et al., 2006). Theories of
cooperation based on kin selection, multilevel selection, and reciprocal altruism (Nowak, 2006) pro-
vide some insight into the forces driving prosocial behavior, but in human societies cultural forces

appear to be of much greater importance (Gintis et al., 2003; Buckholtz and Marois, 2012). One
possible explanation rooted in cultural norms is that humans condition their behavior on moral repu-
tations: the decision to cooperate depends on the reputation of the recipient, which itself depends
on the recipient’s previous actions (Leimar and Hammerstein, 2001; Nowak and Sigmund, 2005).

Altruistic behavior, for instance, may improve an individual’s reputation and confer the image of a
valuable member of society, which attracts cooperation from others in future interactions
(Nowak and Sigmund, 1998).

Game theory has been used to study how reputations might facilitate cooperation in a population
engaged in repeated social interactions, such as the Prisoner’s Dilemma or the Donation Game
(Rapoport et al., 1965; Nowak and Sigmund, 2005). In the simplest analysis an individual’s reputa-
tion is binary, either ‘good’ or ‘bad’, and the strategy of a potential donor depends on the recipi-

ent’s reputation (Ohtsuki and Iwasa, 2004) – for example, cooperate with a good recipient and
defect against a bad recipient. A third-party observer then updates the reputation of the donor in
response to her action towards a recipient. Reputation updates are governed by a set of rules,
known as a social norm, which prescribe how an individual’s reputation depends on her actions dur-

ing social interactions.
A common simplification in models of moral reputations is that all reputations are both publicly

known and fully objective (e.g. Nowak and Sigmund, 1998; Pacheco et al., 2006; Ohtsuki et al.,

2009; Sasaki et al., 2017). This means that all individuals know the reputations of all members of
the society, and personal opinions about each individual’s reputation do not differ. This is a reason-
able assumption if there is a central institution that provides objective moral evaluation, or if opin-
ions regarding reputations homogenize rapidly through gossip (Nowak and Sigmund, 2005). But
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cooperation
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Humans typically consider altruism a moral good and condition their social behavior on the

moral reputations of others. Indirect reciprocity explains how social norms and reputations

support cooperation: individuals cooperate with others who are considered good. Indirect

reciprocity works when an institution monitors and publicly broadcasts moral reputations.

Here we develop a theory of adherence to public monitoring in societies where individuals

are, at first, independently responsible for evaluating the reputations of their peers. Using a

mathematical model, we show that adherence to an institution of moral assessment can

evolve and promote cooperation under four different social norms, including norms that

previous studies found to perform poorly. We determine how an institution’s size and

its degree of tolerance towards anti-social behavior affect the rate of cooperation.

Public monitoring serves to eliminate disagreements about reputations, which increases

cooperation and payoffs, so that adherence evolves by social contagion and remains robust

against displacement.
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Gossip, the exchange of personal information about absent third parties, is ubiquitous 
in human societies. However, the evolution of gossip remains a puzzle. The current 
article proposes an evolutionary cycle of gossip and uses an agent- based evolutionary 
game- theoretic model to assess it. We argue that the evolution of gossip is the joint conse-
quence of its reputation dissemination and selfishness deterrence functions. Specifically, 
the dissemination of information about individuals’ reputations leads more individuals 
to condition their behavior on others’ reputations. This induces individuals to behave 
more cooperatively toward gossipers in order to improve their reputations. As a result, 
gossiping has an evolutionary advantage that leads to its proliferation. The evolution of 
gossip further facilitates these two functions of gossip and sustains the evolutionary cycle.

gossip | cooperation | indirect reciprocity | evolutionary game theory | agent- based model

Gossip, the exchange of personal information about absent third parties, has long been a 
significant part of human life (1). As early as in Mesopotamia, gossiping has prevailed in 
the cities and markets (2). In ancient Greece, stories of gossip were widely recorded in 
literary works such as The Odyssey and Aesop’s Fables (3, 4). In hunter–gatherer societies, 
gossip is at the center of daily life (5). In modern societies, people are estimated to spend 
approximately an hour per day gossiping (6). Though individual differences exist, almost 
everyone gossips, young and old, women and men, rich and poor, and across personality 
types (6).

Despite its ubiquity, the evolution of gossip remains a puzzle. Previous theories tried 
to explain the origin of gossip in terms of its role in human survival, particularly for 
bonding large groups and sustaining cooperation (7–10). Gossip disseminates information 
about people’s reputations and as such enables people to choose to help cooperative others 
and avoid being exploited by selfish ones—a mechanism that is widely studied as indirect 
reciprocity that sustains cooperation (11–14). Beyond that, the possibility of being gos-
siped about also elicits people’s reputational concerns. As a result, people tend to behave 
more cooperatively under the threat of gossip (15, 16).

Though this research has elucidated the benefit of gossip for the group, the evolution 
of gossip is puzzling from a number of perspectives. First, from a gossiper’s perspective, 
it remains unclear why individuals evolve to gossip in the first place. To gossip means to 
voluntarily share one’s informational resources with others. It is time and energy consum-
ing but does not necessarily provide direct benefit for gossipers themselves. As is widely 
acknowledged in evolutionary theory, a behavior usually is selected because it enhances 
the reproductive fitness of its performers (17). Given that gossip is so prevalent across 
human groups, a theory of gossip needs to explain why gossiping is an adaptive strategy 
and evolved at all. Second, from a gossiper receiver’s perspective, gossip cannot be trans-
formed into material benefits unless receivers utilize the gossip to guide their behavior. 
Thus, a theory of gossip also needs to illustrate why people evolve to utilize the information 
in gossip and how gossip specifically benefits its receivers. Finally, beyond disseminating 
reputational information as noted above, gossip also has its deterrent power in that the 
existence of gossipers alone can motivate cooperative behavior (15). But why do people 
behave more cooperatively in front of gossipers? A theory of gossip also needs to account 
for this.

Altogether, the evolution of gossip is puzzling and cannot be simply explained by its 
role in promoting group cooperation. A theory that is tailored to the features and functions 
of gossip is needed to understand its origin and persistence. To explain this puzzle, the 
current article proposes an evolutionary cycle of gossip (Fig. 1). In this theory, gossip is 
expected to evolve under the joint effect of its reputation dissemination and selfishness 
deterrence functions. Specifically, we argue that the reputation dissemination function of 
gossip makes reputations more accessible and, thus, leads more people to take others’ 
reputations into account when interacting with them (12). As more people condition 
their behavior on others’ reputations, more people get concerned about their own repu-
tations, too. This reputational concern drives them to manage their reputations by 
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Indirect reciprocity is a key explanation for the exceptional magnitude of cooperation
among humans. This literature suggests that a large proportion of human cooperation
is driven by social norms and individuals’ incentives to maintain a good reputation.
This intuition has been formalized with two types of models. In public assessment
models, all community members are assumed to agree on each others’ reputations;
in private assessment models, people may have disagreements. Both types of models
aim to understand the interplay of social norms and cooperation. Yet their results can
be vastly different. Public assessment models argue that cooperation can evolve easily
and that the most effective norms tend to be stern. Private assessment models often
find cooperation to be unstable, and successful norms show some leniency. Here, we
propose a model that can organize these differing results within a single framework.
We show that the stability of cooperation depends on a single quantity: the extent to
which individual opinions turn out to be correlated. This correlation is determined by
a group’s norms and the structure of social interactions. In particular, we prove that
no cooperative norm is evolutionarily stable when individual opinions are statistically
independent. These results have important implications for our understanding of
cooperation, conformity, and polarization.

cooperation | indirect reciprocity | social norms | evolutionary game theory | conformity

Indirect reciprocity can explain why unrelated individuals—even complete strangers—
might cooperate with each other (1–3). This explanation suggests that people cooperate
because they wish to maintain a positive reputation within their community. There are
a number of empirical patterns that align with this view. For example, humans act more
prosocially when their actions are widely observable (4–6); they seek information to
gauge the social standing of their interaction partners (7, 8); and they are more likely to
help those with a positive reputation (9–11).

To better understand these empirical patterns, theoretical studies work with two
types of models. The first type, the public assessment model (12–24), assumes that all
community members agree on each other’s reputations. In particular, if one member
thinks highly of some third party, then so does everyone else. Such an assumption may
appear as rather extreme. Yet it has been hugely successful, mostly because it drastically
simplifies a model’s mathematical complexity. Based on this assumption, Ohtsuki and
Iwasa (12, 13) were able to identify eight social norms that can stabilize cooperation.
These norms, known as the “leading eight,” have been widely studied since, even though
there are other evolutionarily stable norms that equally support cooperation (24).

The second type, the private assessment model (25–43), recognizes that individuals
may differ in how they view others. A mathematical analysis of this type of model is
more complex. Private assessment models need to keep track of how each population
member thinks of everyone else. The situation can be represented by an “image matrix”;
see Fig. 1. Each row of this matrix represents an individual who evaluates the reputations
of other group members. Each column represents whose reputation is evaluated. The
entries of this matrix correspond to the assigned reputations (in Fig. 1, they are black
or white, i.e., “bad” or “good”). This image matrix can change in time, depending on
whether individuals cooperate, how observable their actions are, and on the social norm in
place. With respect to the observability of individual actions, one can further distinguish
three types of models: simultaneous observation models (28–35), solitary observation
models (36–38), and models incorporating communication (39–43).

Each of these model types is well established. However, they have typically been
studied in isolation. Moreover, the various private assessment and public assessment
models often yield conflicting findings. For instance, public assessment models often
find that a particular leading-eight norm, “Stern Judging,” is most favorable for the
evolution of cooperation (14, 16). In contrast, in most private assessment models, the
very same social norm proves to be highly inefficient (25, 28). These discrepancies make

Significance
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cooperate can be explained with
models of indirect reciprocity.
However, results in this literature
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tend to be synchronized.
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Remark 3.11. Why being humble?

•Interesting observation: Indirect reciprocity is all about 
cooperating publicly, such that other people would 
learn about it.

Evolution of social norms: Humility 

•Similar points can be made with other types of models: 
For example, if you want to indicate your wealth, you 
are incentivised to engage in “conspicuous 
consumption”

SUBTLE SIGNS 000

FIGURE 2

EXAMPLES OF PRODUCTS WITH MORE EXPLICIT AND MORE SUBTLE MARKS

process. Consumption alone does not ensure desired recog-
nition, and the more visible consumption is, the easier it
should be for others to make desired inferences. Indeed, Veb-
len (1899) noted that to communicate particular characteristics
to others, people sometimes consume in conspicuous ways.
Consistent with this suggestion, people tend to communicate
identity in publicly visible domains (Belk 1988; Berger and
Heath 2007), and wealthier households spend a larger share
of their income on visible goods (e.g., cars and clothes as

opposed to underwear and laundry; Heffetz 2007). Other
work finds that people only spend more on visible goods
when it could favorably distinguish them from others in their
community (Charles, Hurst, and Roussanov 2009).

This suggests that easily visible markers, such as products
adorned with large logos or brand names, should facilitate
desired identification. Products vary in how explicitly branded
they are: some shirts scream the brand name across the chest
or proclaim their makers through loud patterns, while others

•At the same time, you often observe social norms that 
suggest people should be humble; they should not 
brag about their achievements, nor about their good 
deeds. 

•Examples: Anonymous donations, avoiding to brag 
about your latest high-impact publication, 
inconspicuous consumption
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process. Consumption alone does not ensure desired recog-
nition, and the more visible consumption is, the easier it
should be for others to make desired inferences. Indeed, Veb-
len (1899) noted that to communicate particular characteristics
to others, people sometimes consume in conspicuous ways.
Consistent with this suggestion, people tend to communicate
identity in publicly visible domains (Belk 1988; Berger and
Heath 2007), and wealthier households spend a larger share
of their income on visible goods (e.g., cars and clothes as

opposed to underwear and laundry; Heffetz 2007). Other
work finds that people only spend more on visible goods
when it could favorably distinguish them from others in their
community (Charles, Hurst, and Roussanov 2009).

This suggests that easily visible markers, such as products
adorned with large logos or brand names, should facilitate
desired identification. Products vary in how explicitly branded
they are: some shirts scream the brand name across the chest
or proclaim their makers through loud patterns, while others

•Why pay a cost to do something good, or purchase 
something valuable, and then hiding the cost? 



Remark 3.12. The signal-burying game

•Consider an asymmetric game between two players, a 
sender and a receiver. 

Evolution of social norms: Humility 

•There are three possible types of senders, {high, 
medium, low}, and there are two types of receivers 
{discerning, undiscerning}

i ∈
j ∈

•Senders can choose whether or not to pay a cost c>0 
for a good signal. If they do, they can decide whether 
to send a clear signal, or whether to bury it. 

•Clear signals become publicly known. Buried signals 
only become known with some probability . But if they 
become known, receivers also learn that the sender 
buried the signal. 

rθ

•Depending on the signal they observe, receivers choose 
whether or not to accept that sender. If accepted, the 
payoff is  for the sender, and  for the receiver.aij bij
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Figure 1: The signal-burying game. a, We consider a signaling game between a sender and a
receiver. Senders are either of high, medium, or low type, whereas receivers are either discern-
ing or undiscerning. Players know their own type but not their co-player’s type. However, to
indicate their type senders may choose to pay a cost to send a signal. If they pay the cost, they
can additionally choose whether they want to send a clear signal (C) or bury their signal (B).
If a signal is buried, it becomes revealed and tagged as being buried with some probability;
otherwise it appears as if the sender has sent no signal at all (N ). Based on the signal they ob-
serve, receivers then choose whether or not to accept the sender and to engage in an economic
interaction. Payoffs in that interaction only depend on the players’ types. Whereas senders
always wish to interact, discerning receivers only get a positive payoff from interacting with a
high sender, and undiscerning receivers only get a positive payoff from interacting with a high
or medium sender. Moreover, we assume for simplicity that signals are prohibitively costly
for low senders, and receivers reject all senders who use no signal. b, We define a burying
equilibrium as an equilibrium in which (i) high senders bury their signal and if the signal is
revealed, they are accepted by both receiver types; (ii) medium senders send a clear signal and
are accepted by the undiscerning receivers; and (iii) low senders send no signal. c, A burying
equilibrium requires that high senders especially value interactions with discerning receivers,
or that they have the higher revelation probability than medium senders.
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receiver. Senders are either of high, medium, or low type, whereas receivers are either discern-
ing or undiscerning. Players know their own type but not their co-player’s type. However, to
indicate their type senders may choose to pay a cost to send a signal. If they pay the cost, they
can additionally choose whether they want to send a clear signal (C) or bury their signal (B).
If a signal is buried, it becomes revealed and tagged as being buried with some probability;
otherwise it appears as if the sender has sent no signal at all (N ). Based on the signal they ob-
serve, receivers then choose whether or not to accept the sender and to engage in an economic
interaction. Payoffs in that interaction only depend on the players’ types. Whereas senders
always wish to interact, discerning receivers only get a positive payoff from interacting with a
high sender, and undiscerning receivers only get a positive payoff from interacting with a high
or medium sender. Moreover, we assume for simplicity that signals are prohibitively costly
for low senders, and receivers reject all senders who use no signal. b, We define a burying
equilibrium as an equilibrium in which (i) high senders bury their signal and if the signal is
revealed, they are accepted by both receiver types; (ii) medium senders send a clear signal and
are accepted by the undiscerning receivers; and (iii) low senders send no signal. c, A burying
equilibrium requires that high senders especially value interactions with discerning receivers,
or that they have the higher revelation probability than medium senders.
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Buried signals equilibrium

•Is there an equilibrium in which some senders bury?



Remark 3.13. Interpretation

•Why make anonymous donations?  
Makes a lot of sense if you generally do not care about 
the opinions of the general public, but you do care 
about the opinion of close family members, who are 
likely to learn about your anonymous donation anyways. 

Evolution of social norms: Humility 

•Burying such signals is a great way of showing that you 
are only interested in a particular group of receivers. 
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Figure 1: The signal-burying game. a, We consider a signaling game between a sender and a
receiver. Senders are either of high, medium, or low type, whereas receivers are either discern-
ing or undiscerning. Players know their own type but not their co-player’s type. However, to
indicate their type senders may choose to pay a cost to send a signal. If they pay the cost, they
can additionally choose whether they want to send a clear signal (C) or bury their signal (B).
If a signal is buried, it becomes revealed and tagged as being buried with some probability;
otherwise it appears as if the sender has sent no signal at all (N ). Based on the signal they ob-
serve, receivers then choose whether or not to accept the sender and to engage in an economic
interaction. Payoffs in that interaction only depend on the players’ types. Whereas senders
always wish to interact, discerning receivers only get a positive payoff from interacting with a
high sender, and undiscerning receivers only get a positive payoff from interacting with a high
or medium sender. Moreover, we assume for simplicity that signals are prohibitively costly
for low senders, and receivers reject all senders who use no signal. b, We define a burying
equilibrium as an equilibrium in which (i) high senders bury their signal and if the signal is
revealed, they are accepted by both receiver types; (ii) medium senders send a clear signal and
are accepted by the undiscerning receivers; and (iii) low senders send no signal. c, A burying
equilibrium requires that high senders especially value interactions with discerning receivers,
or that they have the higher revelation probability than medium senders.
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Buried signals equilibrium•Why being subtle in your fashion choices?  
Wearing a brand handbag may signal wealth, but it also 
signals that you really want everyone to know it, instead 
of only those people who are sophisticated enough to 
know the subtle signals of expense.
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FIGURE 2

EXAMPLES OF PRODUCTS WITH MORE EXPLICIT AND MORE SUBTLE MARKS

process. Consumption alone does not ensure desired recog-
nition, and the more visible consumption is, the easier it
should be for others to make desired inferences. Indeed, Veb-
len (1899) noted that to communicate particular characteristics
to others, people sometimes consume in conspicuous ways.
Consistent with this suggestion, people tend to communicate
identity in publicly visible domains (Belk 1988; Berger and
Heath 2007), and wealthier households spend a larger share
of their income on visible goods (e.g., cars and clothes as

opposed to underwear and laundry; Heffetz 2007). Other
work finds that people only spend more on visible goods
when it could favorably distinguish them from others in their
community (Charles, Hurst, and Roussanov 2009).

This suggests that easily visible markers, such as products
adorned with large logos or brand names, should facilitate
desired identification. Products vary in how explicitly branded
they are: some shirts scream the brand name across the chest
or proclaim their makers through loud patterns, while others
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Evolution of the Buried signals equilibrium
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Figure 3: Evolutionary dynamics of buried signals. To explore how players learn to bury
their signals, we show a representative simulation run for the parameter region in which only
the burying equilibrium satisfies the IC. The left panels indicate the fraction of senders who use
clear or buried signals (top two panels) and the fraction of receivers who accept the respective
signal (bottom two panels). The right panels provide stylized snapshots of the population at
different points in time. (a, b) Initially, no individual in the sender population sends a signal,
and no individual in the receiver population accepts anyone. (a, c) Mutations and neutral drift
make a substantial fraction of receivers accept clear signals. As a response, high and medium
types learn to send a clear signal, which in turn leads discerning receivers to reject individuals
who send a clear signal. (a, d) Again by mutation and neutral drift, both types of receivers learn
to accept buried signals. High type senders adapt and start using such signals. The resulting
burying equilibrium is then stable, and no further change occurs.
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Some things you should have learned today:

Summary

1. Models of indirect reciprocity can explain why cooperation might be the 
result of social norms. They lead to interesting reputation dynamics!

2. However, when reputations are noisy, and information is imperfect, 
cooperation can be surprisingly fragile. There are models out there that use 
this observation to explain the evolution of empathy, and gossip, etc. 

3. Social norms can also be rather nuanced; as an example, we discussed why 
people might value modesty. Also such norms can be explained with game 
theory (in this case: with a signaling model).  
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Figure 1: The signal-burying game. a, We consider a signaling game between a sender and a
receiver. Senders are either of high, medium, or low type, whereas receivers are either discern-
ing or undiscerning. Players know their own type but not their co-player’s type. However, to
indicate their type senders may choose to pay a cost to send a signal. If they pay the cost, they
can additionally choose whether they want to send a clear signal (C) or bury their signal (B).
If a signal is buried, it becomes revealed and tagged as being buried with some probability;
otherwise it appears as if the sender has sent no signal at all (N ). Based on the signal they ob-
serve, receivers then choose whether or not to accept the sender and to engage in an economic
interaction. Payoffs in that interaction only depend on the players’ types. Whereas senders
always wish to interact, discerning receivers only get a positive payoff from interacting with a
high sender, and undiscerning receivers only get a positive payoff from interacting with a high
or medium sender. Moreover, we assume for simplicity that signals are prohibitively costly
for low senders, and receivers reject all senders who use no signal. b, We define a burying
equilibrium as an equilibrium in which (i) high senders bury their signal and if the signal is
revealed, they are accepted by both receiver types; (ii) medium senders send a clear signal and
are accepted by the undiscerning receivers; and (iii) low senders send no signal. c, A burying
equilibrium requires that high senders especially value interactions with discerning receivers,
or that they have the higher revelation probability than medium senders.
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