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The impact of memory: Results on memory-1 Iterated Prisoner’s Dilemma contains strategles that
' domlnate any evolutlonary opponent e p—

William H. Press®' and Freeman J. Dyso

Remark 4.1. Robustness of results on direct reciprocity

* Yesterday, we d|.scusse,d c?hrect reciprocity, by looking at Theorem 4.2. Completeness of memory-1 strategies [P&D]
the repeated prisoner’s dilemma.
Suppose | play a memory-1 strategy p, and you play an
arbitrary memory-k strategy q, and suppose the two of us get

a payoff of (x|, m,) as a result.

* In particular, we talked about Axelrod’s tournament.
There | argued, that one should take TFT's success with
a grain of salt. After all, the outcome of that tournament
might depend a lot on which strategies you permit to Then one can find an equivalent memory-1 strategy q* for
participate. you, such that if you play that strategy instead, we still both

, | | get exactly the same payoffs.
* Then | argued that instead one should just consider all

strategies in a simple but natural strategy space, the When playing against a memory-1 player, anything you can
space of memory-1 strategies. do (with an arbitrary strategy), you can already do with a

memory-1 strategy.
* But how can we be sure that those results are robust? Y gy

1. Perhapfs, if we did evolu’uonary simulations for memory-2 Corollary 4.3. Checking for Nash
strategies, results would be different?

f p is a memory-1 strategy, then (p,p) is a Nash equilibrium if
and only if there is no profitable deviation towards another

memory-1 strategy.

2. Perhaps strategies that are stable within the memory-1
space would cease to be stable if you allow for larger
memory?



The impact of memory: More is different

Theorem 4.4. Checking for Nash, part Il [Akin 2015] Remark 4.6. Why exploring larger memory is difficult.

Suppose p is a nice memory-1 strategy (it is never the first to
detect, py = pcc = 1. Then(p,p) is a Nash equilibrium if and
only if neither a deviation towards ALLD, nor a deviation to
q=(0,0,1,1,1) is profitable. * There are just too many of them:

There are at least two reasons why studying more general
memory-k strategies is difficult.

# of pure memory-1 strategies: 16

# of pure memory-2 strategies: 65,536

# of pure memory-3 strategies: ~10"”

Remark 4.5. Going to higher memory. [# of pure memory-n strategies: 22"

* The above results says that if | want to know whether

some nice memory-1 strategy is a Nash equilibrium, |

only need to check two possible deviations, instead of * Even for two given strategies, computing payoffs

. - pecomes increasingly hard:
uncountably many possible deviations. I

‘ransition matrix for memory-1: 4x4
‘ransition matrix for memory-2: 16x16
‘ransition matrix for memory-3: 64x64

» Perhaps we can derive similar results for higher-memory
strategies?

* More generally, it would be great to know: how does
memory capacity affect the evolution of cooperation?



The impact of memory: Reactive-n strategies

Definition 4.7. Reactive-n strategies

A memory-n strategy q is called reactive, if it only
depends on the co-player’s last n decisions.

Example 4.8. Some reactive-n strategies

» Reactive-1 strategies: q = (¢ gp)
ALLD = (0,0), ALLC=(1,1), TFT = (1,0).

» Reactive-2 strategies: q = (9¢c> 9eps 9pc> 9pp)
Tit-for-Two-Tat = (1,1,1,0).

Theorem 4.9. Best responses against reactive-n players
To any memory-n strategy (, one can find a best

response  among the pure self-reactive-n strategies.

[In fact, if the game is a donation game, there is a best

response ( among the pure self-reactive-(n-1) strategies.]
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Theorem 4.10. Stable reactive-2 strategies

A nice reactive-2 strategy qQ = (9¢c» 4cp» dpe> dpp) Torms a
Nash equilibrium (in the repeated donation game) if and only if

dcp T dpc

=1,
dcc )

In particular,

1 ¢ C

=22 ap<1-T.

2 b b

* For every defection in memory, you reduce your
cooperation probability proportionally.

* The exact timing of your defections does not matter.

One can derive similar conditions for reactive-3 (reactive-n).



The impact of memory: Reactive-n strategies

Remark 4.11. Evolution of Reactive-n strategies Remark 4.12. Summary
» Consider a population of size N * |tis interesting to explore the impact of memory
» Players adopt reactive-n strategies capacities on direct reciprocity.
* They play against all other population members to get * A formal analysis can be tricky, because the size of the

a payoff strategy space quickly explodes

 Strategies that yield a higher payoff are more likely to
be imitated.  Still, some analytical results are feasible

What is the effect of memory on evolving cooperation rates? » Simulations suggest that more memory helps

cooperation.

Cooperation rate

0.0 0.5 1.0

Cost c of cooperation (b=1)
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Beyond the repeated prisoner’s dilemma

Remark 4.13. Is the repeated prisoner’s dilemma the answer?

The repeated prisoner’s dilemma is an extremely useful
model to study reciprocity, but it is also quite stylised:

Symmetry: Players are identical with respect to their
possible actions and payofts.

Stationarity: The players’ environments (the games
they play) do not change.

Good environment Bad environment

defocts.
C D ’ C D
cH 8 -1 Cl 2 -1
Dl 9 O D| 3 O
Everyone
cooperates

No longer clear whether strategies like Tit-for-Tat can
promote cooperation.

Remark 4.14. Stochastic games

We consider a set of n players

These players can find themselves in m different
(environmental) states

In each state they play some (different) one-shot game,
where they can either cooperate or detfect.

The players’ actions determine their payoffs, but they
also determine in which state they are next.

We assume players use memory-1 strategies.

In this case, memory-1 strategies depend on the
outcome of the previous round, and on the current
state. For example, if there are N=2 players and M=2

— 1 1 | | 2 2 p) 2
states, theﬂ p a (pCC’ pCD, pDC, pDDa pcc» pCDa pDC9 pDD)

A player’s payoff in the stochastic game is the player’s

1
average payoff per round, ; = lim — Z (1)
T—oo 1 —1



Evolution of cooperation in stochastic games

Example 4.15. Evolution of cooperation in stochastic games

* We consider a set of N players

» Players are randomly matched in groups of n, and then
play the stochastic game against each other.

 Strategies that yield a high payoft are more likely to be
imitated by other players.

Stochastic game
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Remark 4.16. Dependence on state transitions
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Evolution of cooperation in stochastic games

Example 4.17. Cooperation in larger groups Remark 4.18. Summary

* Suppose now the game is played in groups of 4 players * When individual actions do not only affect payoffs, but

* In each state, players play a public goods game with also the players’ environment, this can favour the
multiplication factor r, which might depend on the state. evolution of cooperation.
* The number of cooperators determines the next state. » Cooperation is most favored when defection results in a

« We consider four different treatments, which differ in how quick deterioration of the environment, leading players

easily the environment deteriorates (how quickly the
multiplication factor decreases if few people cooperate).

to interact in more unprofitable games.
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Cooperation in asymmetric games Player 1

e, =950
@
A
Lr1=2
l'/— ~\‘\
Remark 4.19. On the role of symmetric games =2 | Bl o
AT
I
* In evolutionary game theory, we really like symmetric Player 3 Player 2
games. e3=50 ez=50
* Makes the description & the math easier, simplities
interpretation of results, allows for learning by imitation Player 1 O
€=
L . @
* Many social dilemmas are asymmetric n A ® N
< =
. .o R AN
Why asymmetry is nontrivial oo\ ® ®
. . . r3=2/\)y GOOd\,\rzzz
* No longer clear whether strategies like Tit-for-Tat “eeer’ T e .
i . |
are effective Player 2 A
e, = 30 A

* No longer clear how we should model learning in
asymmetric games

Climate policies under wealth inequality

Previous work
Vitor V. Vasconcelos®?, Francisco C. Santos®<, Jorge M. Pacheco®®%, and Simon A. Levin"9-"’

» Quite some work on cooperation in asymmetric social

d||emma$ Cooperative interaction of rich and poor can be catalyzed
e |g endowment inequality alvvays detrimental? ZyI 1;1termed1ate climate targets
eter

Manfred Milinski - Torsten Rohl - Jochem Marotzke



Cooperation in asymmetric games

Remark 4.20. A mode

e There is a group wit

of games among unequals

n n individuals who interact repeatedly

» Each round, individual i obtains an endowment e,

* Individuals independently decide how much to contribute

* Individual i's contribution is multiplied by r;

 Total contributions are evenly split

Player 1

Player 2
e, =30

Research question

Player 1 Player 1
e, =100 e, =100
5 5
r1:2 r1=2
//— ™ Kl ~\\
S N — =2 Ly Gomang_{ 1y=2
ry= Good ry= S 00 1 M=
/‘)\'\_‘:?\ . /‘,\v\_’:,s\ i
[ ]
Player 2 Player 2
e, = 30 ey, = 30

For given productivities, how should we optimally allocate

endowments to maximize cooperation?

Symmetric and linear
public goods game

, i

r., =

r;=2 1

=2 N
i -

Equilibrium analysis

Cooperation
feasible

Full endowment Full endowment
to player 3 to player 2

O Extreme endowment inequality

Evolutionary analysis

prevents cooperation

d Full endowment to player 1

Full endowment Full endowment
to player 3 to player 2
[ ) |

1.00 125 150 1.75
Group payoff

Asymmetric and linear
public goods game

ry=2.9 i
r,=1.5 ‘

AN
i i

b  Full endowment to player 1

Cooperation
feasible

Full endowment Full endowment
to player 3 to player 2

€ Full endowment to player 1

Full endowment Full endowment
to player 3 to player 2
[ X ¥ —] |
1.2 1.6 2.0 2.4
Group payoff




Cooperation in asymmetric games

o
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Remark 4.21. An experiment

* To test these qualitative predictions, we did an experiment

Relative
contributions (%)
(@)

o

» ~400 participants recruited through Amazon Turk

o
é
)

* They play a repeated public good game in groups of two

7]
®

*%* * k% *k %

 All groups interact for at least 20 rounds | | | '
. 60| = e, |
* Endowments can either be equal or unequal; 39 I . 1 .,
oroductivities can either be equal or unequal. 593 a0l | ... ] 5
cC o
S 3 | s
a Equal Unequal 0 - | | ol » |
productivities productivities @ @ @ @
| Productivity Full Productivity Aligned Misaligned
@ Full equality inequality equality inequality inequality inequality
a% 1Player2 1Player2 Theoretical predictions M W W Experimental results
E—’I % Endowment 50 50 Endowment 50 50
° Productivity x1.6 x1.6 Productivity x1.9 x1.3
o
Aligned o .
nequalty 1 » Summary: How to allocate endowments to maximise cooperation?
0 Endowment 75 25 i
c—g*é Player Productivity  x1.9 x1.3 - When players are equally productive, they should get
E 2 LI Visalianed equal contributions.
T Endowment 75 25 MISAGNe
o) inequality 1 )

Productivity ~ x1.6 x1.6 - Otherwise, more productive players should get higher

Endowment 25 75 o . .
Productivity — x1.9 x1.3 endowments (‘aligned inequality’)



Research Group Dynamics of Social Behavior

Summary

1. In my lectures, | first provided some introduction to evolutionary
game theory (replicator dynamics, Moran process).

2. Then we used to these techniques to further explore the evolution
of cooperation (in particular: direct and indirect reciprocity).

3. Thanks to the organisers, and thanks for being such an engaging

audience! Where to find more information:
http://web.evolbio.mpg.de/social-behaviour/
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