
Two days ago’s class (March 11, 2025)

An overview 

Yesterday’s class (March 12, 2025)

• An introduction to evolutionary game theory 
(Replicator dynamics, games in finite populations)

• Evolution of cooperation & direct reciprocity

• Social norms & indirect reciprocity

Today’s class (March 13, 2025)

• Some current research: Reciprocity in complex environments
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The role of memory; the effect of changing environments; the impact of inequality



The impact of memory: Results on memory-1 

Remark 4.1. Robustness of results on direct reciprocity

• Yesterday, we discussed direct reciprocity, by looking at 
the repeated prisoner’s dilemma.

• In particular, we talked about Axelrod’s tournament.  
There I argued, that one should take TFT’s success with 
a grain of salt. After all, the outcome of that tournament 
might depend a lot on which strategies you permit to 
participate. 

• Then I argued that instead one should just consider all 
strategies in a simple but natural strategy space, the 
space of memory-1 strategies. 

• But how can we be sure that those results are robust?  

1. Perhaps if we did evolutionary simulations for memory-2 
strategies, results would be different?

2. Perhaps strategies that are stable within the memory-1 
space would cease to be stable if you allow for larger 
memory?

Theorem 4.2. Completeness of memory-1 strategies [P&D]

Suppose I play a memory-1 strategy p, and you play an 
arbitrary memory-k strategy q, and suppose the two of us get 
a payoff of  as a result. (π1, π2)

Then one can find an equivalent memory-1 strategy q* for 
you, such that if you play that strategy instead, we still both 
get exactly the same payoffs. 

When playing against a memory-1 player, anything you can 
do (with an arbitrary strategy), you can already do with a 
memory-1 strategy. 

Iterated Prisoner’s Dilemma contains strategies that
dominate any evolutionary opponent
William H. Pressa,1 and Freeman J. Dysonb

aDepartment of Computer Science and School of Biological Sciences, University of Texas at Austin, Austin, TX 78712; and bSchool of Natural Sciences, Institute
for Advanced Study, Princeton, NJ 08540

Contributed by William H. Press, April 19, 2012 (sent for review March 14, 2012)

The two-player Iterated Prisoner’s Dilemma game is a model for
both sentient and evolutionary behaviors, especially including the
emergence of cooperation. It is generally assumed that there
exists no simple ultimatum strategy whereby one player can en-
force a unilateral claim to an unfair share of rewards. Here, we
show that such strategies unexpectedly do exist. In particular,
a player X who is witting of these strategies can (i) deterministi-
cally set her opponent Y’s score, independently of his strategy or
response, or (ii) enforce an extortionate linear relation between
her and his scores. Against such a player, an evolutionary player’s
best response is to accede to the extortion. Only a player with
a theory of mind about his opponent can do better, in which case
Iterated Prisoner’s Dilemma is an Ultimatum Game.

evolution of cooperation | game theory | tit for tat

Iterated 2 × 2 games, with Iterated Prisoner’s Dilemma (IPD) as
the notable example, have long been touchstone models for

elucidating both sentient human behaviors, such as cartel pricing,
and Darwinian phenomena, such as the evolution of cooperation
(1–6). Well-known popular treatments (7–9) have further estab-
lished IPD as foundational lore in fields as diverse as political
science and evolutionary biology. It would be surprising if any
significant mathematical feature of IPD has remained unde-
scribed, but that appears to be the case, as we show in this paper.
Fig. 1A shows the setup for a single play of Prisoner’s Dilemma

(PD). If X and Y cooperate (c), then each earns a reward R. If one
defects (d), the defector gets an even larger payment T, and the
naive cooperator gets S, usually zero. However, if both defect, then
both get a meager payment P. To be interesting, the game must
satisfy two inequalities: T > R > P > S guarantees that the Nash
equilibrium of the game is mutual defection, whereas 2R>T þ S
makes mutual cooperation the globally best outcome. The “con-
ventional values” ðT;R;P; SÞ ¼ ð5; 3; 1; 0Þ occur most often in the
literature. We derive most results in the general case, and indicate
when there is a specialization to the conventional values.
Fig. 1B shows an iterated IPD game consisting of multiple,

successive plays by the same opponents. Opponents may now
condition their play on their opponent’s strategy insofar as each
can deduce it from the previous play. However, we give each player
only a finitememory of previous play (10). Onemight have thought
that a player with longer memory always has the advantage over
a more forgetful player. In the game of bridge, for example,
a player who remembers all of the cards played has the advantage
over a player who remembers only the last trick; however, that is
not the case when the same game (same allowed moves and same
payoff matrices) is indefinitely repeated. In fact, it is easy to prove
(Appendix A) that, for any strategy of the longer-memory player Y,
shorter-memory X’s score is exactly the same as if Y had played
a certain shorter-memory strategy (roughly, the marginalization of
Y’s long-memory strategy: its average over states remembered by
Y but not by X), disregarding any history in excess of that shared
with X. This fact is important. We derive strategies for X assuming
that both players have memory of only a single previous move, and
the above theorem shows that this involves no loss of generality.
Longer memory will not give Y any advantage.

Fig. 1C, then, shows the most general memory-one game. The
four outcomes of the previous move are labeled 1; . . . ; 4 for the
respective outcomes xy ∈ ðcc; cd; dc; ddÞ, where c and d denote
cooperation and defection. X’s strategy is p ¼ ðp1; p2; p3; p4Þ, her
probabilities for cooperating under each of the previous out-
comes. Y’s strategy is analogously q ¼ ðq1; q2; q3; q4Þ for out-
comes seen from his perspective, that is, in the order of
yx ∈ ðcc; cd; dc; ddÞ. The outcome of this play is determined by
a product of probabilities, as shown in Fig. 1.

Methods and Results
Zero-Determinant Strategies. As is well understood (10), it is not
necessary to simulate the play of strategies p against q move by
move. Rather, p and q imply a Markov matrix whose stationary
vector v, combined with the respective payoff matrices, yields an
expected outcome for each player. (We discuss the possibility of
nonstationary play later in the paper.) With rows and columns of
the matrix in X’s order, the Markov transition matrix Mðp; qÞ
from one move to the next is shown in Fig. 2A.
Because M has a unit eigenvalue, the matrix M′ ≡ M− I is

singular, with thus zero determinant. The stationary vector v of
the Markov matrix, or any vector proportional to it, satisfies

vTM ¼ vT ; or vTM′ ¼ 0: [1]

Cramer’s rule, applied to the matrix M′, is

AdjðM′ÞM′ ¼ detðM′ÞI ¼ 0; [2]

where AdjðM′Þ is the adjugate matrix (also known as the classical
adjoint or, as in high-school algebra, the “matrix of minors”). Eq.
2 implies that every row of AdjðM′Þ is proportional to v.
Choosing the fourth row, we see that the components of v are
(up to a sign) the determinants of the 3 × 3 matrices formed from
the first three columns of M′, leaving out each one of the four
rows in turn. These determinants are unchanged if we add the
first column of M′ into the second and third columns.
The result of these manipulations is a formula for the dot

product of an arbitrary four-vector f with the stationary vector v
of the Markov matrix, v · f ≡ Dðp; q; fÞ, where D is the 4 × 4
determinant shown explicitly in Fig. 2B. This result follows from
expanding the determinant by minors on its fourth column and
noting that the 3 × 3 determinants multiplying each fi are just the
ones described above. What is noteworthy about this formula for
v · f is that it is a determinant whose second column,

~p≡ ð−1þ p1;−1þ p2; p3; p4Þ; [3]

is solely under the control of X; whose third column,
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Corollary 4.3. Checking for Nash

If p is a memory-1 strategy, then (p,p) is a Nash equilibrium if 
and only if there is no profitable deviation towards another 
memory-1 strategy. 



The impact of memory: More is different 

Theorem 4.4. Checking for Nash, part II [Akin 2015]

Suppose p is a nice memory-1 strategy (it is never the first to 
defect, . Then(p,p) is a Nash equilibrium if and 
only if neither a deviation towards ALLD, nor a deviation to 
q=(0,0,1,1,1) is profitable. 

p0 = pCC = 1

Remark 4.5. Going to higher memory.
• The above results says that if I want to know whether 

some nice memory-1 strategy is a Nash equilibrium, I 
only need to check two possible deviations, instead of 
uncountably many possible deviations. 

• Perhaps we can derive similar results for higher-memory 
strategies? 

• More generally, it would be great to know: how does 
memory capacity affect the evolution of cooperation?

Remark 4.6. Why exploring larger memory is difficult.

There are at least two reasons why studying more general 
memory-k strategies is difficult. 

• There are just too many of them: 

[# of pure memory-n strategies: ]222n

# of pure memory-1 strategies: 16

# of pure memory-2 strategies: 65,536

# of pure memory-3 strategies: ~1019

• Even for two given strategies, computing payoffs 
becomes increasingly hard: 

Transition matrix for memory-1: 4x4 
Transition matrix for memory-2: 16x16 
Transition matrix for memory-3: 64x64 
…



The impact of memory: Reactive-n strategies 

Definition 4.7. Reactive-n strategies

A memory-n strategy q is called reactive, if it only 
depends on the co-player’s last n decisions.  

Example 4.8. Some reactive-n strategies

• Reactive-1 strategies:  
ALLD = (0,0), ALLC=(1,1), TFT = (1,0). 

q = (qC, qD)

• Reactive-2 strategies:  
Tit-for-Two-Tat = (1,1,1,0). 

q = (qCC, qCD, qDC, qDD)

A

E F

B C D

Fig. 1. The repeated prisoner’s dilemma among players with finite memory. (A) In the repeated prisoner’s dilemma, in each round two players independently
decide whether to cooperate (C) or to defect (D). (B) When players adopt memory-1 strategies, their decisions depend on the entire outcome of the previous
round. That is, they consider both their own and the coplayer’s previous action. (C) When players adopt a reactive-n strategy, they make their decisions based
on the coplayer’s actions during the past n rounds. (D) A self-reactive-n strategy is contingent on the player’s own actions during the past n rounds. (E) To
illustrate these concepts, we show a game between a player with a reactive-1 strategy (Top) and an arbitrary player (Bottom). Reactive-1 strategies can be
represented as a vector p = (pC , pD). The entry pC is the probability of cooperating given the coplayer cooperated in the previous round. The entry pD is
the cooperation probability after the coplayer defected. (F ) Now, the Top player adopts a self-reactive-1 strategy, p̃ = (p̃C , p̃D). Here, the player’s cooperation
probability depends on its own previous action.

sense of. Second, the number of strategies, and the time it takes to
compute their payoffs, increases dramatically in n. For example,
for memory-1, there are 24 = 16 deterministic strategies
(strategies that do not randomize between different actions).
When both players adopt memory-1 strategies, computing their
payoffs requires the inversion of a 4 ⇥ 4 matrix (9). After
increasing the memory length to memory-2, there are 216 =
64,536 deterministic strategies, and payoffs now require the
inverse of a 16 ⇥ 16 matrix.

There have been various approaches to tackle this problem.
Some studies describe the strengths of particular strategies with
more than one-round memory (57–60). Others explore the
properties of entire strategy classes, such as “zero-determinant
strategies” (61, 62) or “reactive learning strategies” (19). Stewart
and Plotkin (63) characterize a set of memory-n strategies
that is evolutionary robust. They show that for larger n, the
volume of robust cooperative strategies exceeds the volume of
strategies that lead to mutual defection. However, they do not
provide an explicit description of the memory-nNash equilibria.
We give a more detailed account of these approaches in our
SI Appendix.

To make further progress, we focus on an easy-to-interpret
subset ofmemory-n strategies, the reactive-n strategies. Capturing
the basic premise of conditional cooperation, they only depend
on the coplayer’s actions during the last n rounds (Fig. 1 C and
E). We show that within the reactive-n strategies, an explicit
characterization of all Nash equilibria becomes feasible. Our
results rely on a central insight, motivated by previous work of
Press and Dyson (25): If one player adopts a reactive-n strategy,
the other player can always find a best response among the
deterministic self-reactive-n strategies. Self-reactive-n strategies
are remarkably simple. They only depend on the player’s own
previous n moves (Fig. 1 D and F ). Based on this insight, we
study all reactive-n strategies that sustain full cooperation in a
Nash equilibrium (the so-called partner strategies). We provide
a full characterization for n = 2 and n = 3. Even stronger
results are feasible whenwe restrict attention to so-called counting
strategies. Such strategies only react to how often the coplayer has
cooperated in the last n rounds (irrespective of the exact timing of
cooperation). For the donation game, we characterize the partners

among the counting strategies for arbitrary n. The resulting
conditions are straightforward to interpret: For every defection of
the coplayer in memory, the focal player’s cooperation rate needs
to drop by c/(nb). To further assess the relevance of partner
strategies for the evolution of cooperation, we conduct extensive
simulations for n 2 {1, 2, 3}. Our findings indicate that the
evolutionary process strongly favors partner strategies and that
these strategies are crucial for cooperation.

Overall, our results provide important insights into the logic
of conditional cooperation when players have more than one-
round memory. We show that partner strategies exist for all
repeated prisoner’s dilemmas and for all memory lengths. These
findings also allow us to reinterpret existing results on strategies
with shorter memory. For example, we find that the well-known
strategy Generous Tit-for-Tat (GTFT, see refs. 64 and 65) is
just one instance of a more general strategy class. The same
principles that make GTFT sustain cooperation within the
reactive-1 strategies, allow us to construct partners within the
reactive-n strategies.

Results

Model and Notation.We consider a repeated game between two
players, player 1 and player 2. Each round, players can choose to
cooperate (C ) or to defect (D). If both players cooperate, they
receive the reward R, which exceeds the (punishment) payoff P
for mutual defection. If only one player defects, the defecting
player receives the temptation T , whereas the cooperator ends
up with the sucker’s payoff S. We assume payoffs satisfy the
typical relationships of a prisoner’s dilemma, T > R > P > S
and 2R > T + S. Therefore, in each round, mutual cooperation
is the best outcome for the pair, but players have some incentive
to defect. The players’ aim is to maximize their average payoff per
round, across infinitely many rounds. To make results easier to
interpret, it is sometimes instructive to look at a particular variant
of the prisoner’s dilemma, the donation game. Here, cooperation
means to pay a cost c > 0 for the coplayer to get a benefit b > c.
The resulting payoffs are R = b � c, S = �c, T = b, P = 0.
For simplicity, we focus on the donation game in the following.
However, most of our findings are straightforward to extend to
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Theorem 4.9. Best responses against reactive-n players
To any memory-n strategy , one can find a best 
response  among the pure self-reactive-n strategies.  

q
q̃

A

E F
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Fig. 1. The repeated prisoner’s dilemma among players with finite memory. (A) In the repeated prisoner’s dilemma, in each round two players independently
decide whether to cooperate (C) or to defect (D). (B) When players adopt memory-1 strategies, their decisions depend on the entire outcome of the previous
round. That is, they consider both their own and the coplayer’s previous action. (C) When players adopt a reactive-n strategy, they make their decisions based
on the coplayer’s actions during the past n rounds. (D) A self-reactive-n strategy is contingent on the player’s own actions during the past n rounds. (E) To
illustrate these concepts, we show a game between a player with a reactive-1 strategy (Top) and an arbitrary player (Bottom). Reactive-1 strategies can be
represented as a vector p = (pC , pD). The entry pC is the probability of cooperating given the coplayer cooperated in the previous round. The entry pD is
the cooperation probability after the coplayer defected. (F ) Now, the Top player adopts a self-reactive-1 strategy, p̃ = (p̃C , p̃D). Here, the player’s cooperation
probability depends on its own previous action.

sense of. Second, the number of strategies, and the time it takes to
compute their payoffs, increases dramatically in n. For example,
for memory-1, there are 24 = 16 deterministic strategies
(strategies that do not randomize between different actions).
When both players adopt memory-1 strategies, computing their
payoffs requires the inversion of a 4 ⇥ 4 matrix (9). After
increasing the memory length to memory-2, there are 216 =
64,536 deterministic strategies, and payoffs now require the
inverse of a 16 ⇥ 16 matrix.

There have been various approaches to tackle this problem.
Some studies describe the strengths of particular strategies with
more than one-round memory (57–60). Others explore the
properties of entire strategy classes, such as “zero-determinant
strategies” (61, 62) or “reactive learning strategies” (19). Stewart
and Plotkin (63) characterize a set of memory-n strategies
that is evolutionary robust. They show that for larger n, the
volume of robust cooperative strategies exceeds the volume of
strategies that lead to mutual defection. However, they do not
provide an explicit description of the memory-nNash equilibria.
We give a more detailed account of these approaches in our
SI Appendix.

To make further progress, we focus on an easy-to-interpret
subset ofmemory-n strategies, the reactive-n strategies. Capturing
the basic premise of conditional cooperation, they only depend
on the coplayer’s actions during the last n rounds (Fig. 1 C and
E). We show that within the reactive-n strategies, an explicit
characterization of all Nash equilibria becomes feasible. Our
results rely on a central insight, motivated by previous work of
Press and Dyson (25): If one player adopts a reactive-n strategy,
the other player can always find a best response among the
deterministic self-reactive-n strategies. Self-reactive-n strategies
are remarkably simple. They only depend on the player’s own
previous n moves (Fig. 1 D and F ). Based on this insight, we
study all reactive-n strategies that sustain full cooperation in a
Nash equilibrium (the so-called partner strategies). We provide
a full characterization for n = 2 and n = 3. Even stronger
results are feasible whenwe restrict attention to so-called counting
strategies. Such strategies only react to how often the coplayer has
cooperated in the last n rounds (irrespective of the exact timing of
cooperation). For the donation game, we characterize the partners

among the counting strategies for arbitrary n. The resulting
conditions are straightforward to interpret: For every defection of
the coplayer in memory, the focal player’s cooperation rate needs
to drop by c/(nb). To further assess the relevance of partner
strategies for the evolution of cooperation, we conduct extensive
simulations for n 2 {1, 2, 3}. Our findings indicate that the
evolutionary process strongly favors partner strategies and that
these strategies are crucial for cooperation.

Overall, our results provide important insights into the logic
of conditional cooperation when players have more than one-
round memory. We show that partner strategies exist for all
repeated prisoner’s dilemmas and for all memory lengths. These
findings also allow us to reinterpret existing results on strategies
with shorter memory. For example, we find that the well-known
strategy Generous Tit-for-Tat (GTFT, see refs. 64 and 65) is
just one instance of a more general strategy class. The same
principles that make GTFT sustain cooperation within the
reactive-1 strategies, allow us to construct partners within the
reactive-n strategies.

Results

Model and Notation.We consider a repeated game between two
players, player 1 and player 2. Each round, players can choose to
cooperate (C ) or to defect (D). If both players cooperate, they
receive the reward R, which exceeds the (punishment) payoff P
for mutual defection. If only one player defects, the defecting
player receives the temptation T , whereas the cooperator ends
up with the sucker’s payoff S. We assume payoffs satisfy the
typical relationships of a prisoner’s dilemma, T > R > P > S
and 2R > T + S. Therefore, in each round, mutual cooperation
is the best outcome for the pair, but players have some incentive
to defect. The players’ aim is to maximize their average payoff per
round, across infinitely many rounds. To make results easier to
interpret, it is sometimes instructive to look at a particular variant
of the prisoner’s dilemma, the donation game. Here, cooperation
means to pay a cost c > 0 for the coplayer to get a benefit b > c.
The resulting payoffs are R = b � c, S = �c, T = b, P = 0.
For simplicity, we focus on the donation game in the following.
However, most of our findings are straightforward to extend to
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Fig. 1. The repeated prisoner’s dilemma among players with finite memory. (A) In the repeated prisoner’s dilemma, in each round two players independently
decide whether to cooperate (C) or to defect (D). (B) When players adopt memory-1 strategies, their decisions depend on the entire outcome of the previous
round. That is, they consider both their own and the coplayer’s previous action. (C) When players adopt a reactive-n strategy, they make their decisions based
on the coplayer’s actions during the past n rounds. (D) A self-reactive-n strategy is contingent on the player’s own actions during the past n rounds. (E) To
illustrate these concepts, we show a game between a player with a reactive-1 strategy (Top) and an arbitrary player (Bottom). Reactive-1 strategies can be
represented as a vector p = (pC , pD). The entry pC is the probability of cooperating given the coplayer cooperated in the previous round. The entry pD is
the cooperation probability after the coplayer defected. (F ) Now, the Top player adopts a self-reactive-1 strategy, p̃ = (p̃C , p̃D). Here, the player’s cooperation
probability depends on its own previous action.

sense of. Second, the number of strategies, and the time it takes to
compute their payoffs, increases dramatically in n. For example,
for memory-1, there are 24 = 16 deterministic strategies
(strategies that do not randomize between different actions).
When both players adopt memory-1 strategies, computing their
payoffs requires the inversion of a 4 ⇥ 4 matrix (9). After
increasing the memory length to memory-2, there are 216 =
64,536 deterministic strategies, and payoffs now require the
inverse of a 16 ⇥ 16 matrix.

There have been various approaches to tackle this problem.
Some studies describe the strengths of particular strategies with
more than one-round memory (57–60). Others explore the
properties of entire strategy classes, such as “zero-determinant
strategies” (61, 62) or “reactive learning strategies” (19). Stewart
and Plotkin (63) characterize a set of memory-n strategies
that is evolutionary robust. They show that for larger n, the
volume of robust cooperative strategies exceeds the volume of
strategies that lead to mutual defection. However, they do not
provide an explicit description of the memory-nNash equilibria.
We give a more detailed account of these approaches in our
SI Appendix.

To make further progress, we focus on an easy-to-interpret
subset ofmemory-n strategies, the reactive-n strategies. Capturing
the basic premise of conditional cooperation, they only depend
on the coplayer’s actions during the last n rounds (Fig. 1 C and
E). We show that within the reactive-n strategies, an explicit
characterization of all Nash equilibria becomes feasible. Our
results rely on a central insight, motivated by previous work of
Press and Dyson (25): If one player adopts a reactive-n strategy,
the other player can always find a best response among the
deterministic self-reactive-n strategies. Self-reactive-n strategies
are remarkably simple. They only depend on the player’s own
previous n moves (Fig. 1 D and F ). Based on this insight, we
study all reactive-n strategies that sustain full cooperation in a
Nash equilibrium (the so-called partner strategies). We provide
a full characterization for n = 2 and n = 3. Even stronger
results are feasible whenwe restrict attention to so-called counting
strategies. Such strategies only react to how often the coplayer has
cooperated in the last n rounds (irrespective of the exact timing of
cooperation). For the donation game, we characterize the partners

among the counting strategies for arbitrary n. The resulting
conditions are straightforward to interpret: For every defection of
the coplayer in memory, the focal player’s cooperation rate needs
to drop by c/(nb). To further assess the relevance of partner
strategies for the evolution of cooperation, we conduct extensive
simulations for n 2 {1, 2, 3}. Our findings indicate that the
evolutionary process strongly favors partner strategies and that
these strategies are crucial for cooperation.

Overall, our results provide important insights into the logic
of conditional cooperation when players have more than one-
round memory. We show that partner strategies exist for all
repeated prisoner’s dilemmas and for all memory lengths. These
findings also allow us to reinterpret existing results on strategies
with shorter memory. For example, we find that the well-known
strategy Generous Tit-for-Tat (GTFT, see refs. 64 and 65) is
just one instance of a more general strategy class. The same
principles that make GTFT sustain cooperation within the
reactive-1 strategies, allow us to construct partners within the
reactive-n strategies.

Results

Model and Notation.We consider a repeated game between two
players, player 1 and player 2. Each round, players can choose to
cooperate (C ) or to defect (D). If both players cooperate, they
receive the reward R, which exceeds the (punishment) payoff P
for mutual defection. If only one player defects, the defecting
player receives the temptation T , whereas the cooperator ends
up with the sucker’s payoff S. We assume payoffs satisfy the
typical relationships of a prisoner’s dilemma, T > R > P > S
and 2R > T + S. Therefore, in each round, mutual cooperation
is the best outcome for the pair, but players have some incentive
to defect. The players’ aim is to maximize their average payoff per
round, across infinitely many rounds. To make results easier to
interpret, it is sometimes instructive to look at a particular variant
of the prisoner’s dilemma, the donation game. Here, cooperation
means to pay a cost c > 0 for the coplayer to get a benefit b > c.
The resulting payoffs are R = b � c, S = �c, T = b, P = 0.
For simplicity, we focus on the donation game in the following.
However, most of our findings are straightforward to extend to
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Theorem 4.10. Stable reactive-2 strategies
A nice reactive-2 strategy  forms a 
Nash equilibrium (in the repeated donation game) if and only if 

q = (qCC, qCD, qDC, qDD)

qCC = 1,
qCD + qDC

2
≤ 1 −

1
2

c
b

, qDD ≤ 1 −
c
b

.

In particular,

• For every defection in memory, you reduce your 
cooperation probability proportionally.

• The exact timing of your defections does not matter. 

One can derive similar conditions for reactive-3 (reactive-n).
[In fact, if the game is a donation game, there is a best 
response  among the pure self-reactive-(n-1) strategies.]q̃



The impact of memory: Reactive-n strategies 

Remark 4.11. Evolution of Reactive-n strategies

• Consider a population of size N 
• Players adopt reactive-n strategies 
• They play against all other population members to get 

a payoff 
• Strategies that yield a higher payoff are more likely to 

be imitated. 

What is the effect of memory on evolving cooperation rates? 

Cost c of cooperation (b=1) 

A C

B D

Fig. 4. Evolutionary dynamics of reactive-n strategies. To explore the evolutionary dynamics among reactive-n strategies, we run simulations based on the
method of Imhof and Nowak (68). This method assumes rare mutations. Every time a mutant strategy appears, it goes extinct or fixes before the arrival of the
next mutant strategy. (A and B) We run twenty independent simulations for reactive-n strategies and for reactive-n counting strategies. For each simulation, we
record the most abundant strategy (the strategy that resisted most mutants). The respective average cooperation probabilities are in line with the conditions
for partner strategies. (C and D) With additional simulations, we explore the average abundance of partner strategies and the population’s average cooperation
rate. For a given resident strategy to be classified as a partner by our simulation, it needs to satisfy all inequalities in the respective characterization. In addition,
it needs to cooperate after full cooperation with a probability of at least 95%. For all considered parameter values, we only observe high cooperation rates
when partner strategies evolve. Simulations are based on a donation game with b = 1, c = 0.5, a selection strength � = 1, and a population size N = 100,
unless noted otherwise. For n equal to 1 and 2, simulations are run for 107 time steps. For n = 3 we use 2 · 107 time steps.

game parameters. Here, we vary the strategies’ memory length
n, and whether mutations introduce all reactive-n strategies, or
counting strategies only. For twenty independent simulations,
Fig. 4 A and B displays the most abundant strategy for each
simulation run (those are the strategies that prevent the largest
number of mutants from taking over).We note that all the shown
strategies show behavior consistent with our characterization of
partners: If a coplayer fully cooperated in the previous n rounds,
these strategies prescribe to continue with cooperation. If the
coplayer defected, however, they cooperate with a markedly
reduced cooperation probability that satisfies the constraints in
Eqs. 1–3.

Interestingly, however, the evolving strategies exhibit an
interesting asymmetry. For example, for reactive-2 strategies, we
observe that players’ strategies tend to satisfy pCD < pDC . That
is, they are more likely to defect if their opponent defected last
round, rather than two rounds ago. In light of our equilibrium
analysis, this result is surprising. After all, according to our
partner condition Eq. 1, the two cooperation probabilities are
completely interchangeable. This asymmetry arises because our
evolutionary process with uniform mutations does not introduce
perfect partner strategies (with pCC = 1). Rather, it introduces
strategies in the respective neighborhood (with, say, pCC = 0.99).
Among these noisy partner strategies, we show that strategies are
more resilient when they punish defection without delay (for
more details, see SI Appendix, Figs. S4–S6 and Table S3).

In a next step, we systematically explore the impact of
several key parameters: the cost-to-benefit ratio c/b, the selection
strength �, and the memory length n (Fig. 4 C and D). In
addition, we vary the error rate " in SI Appendix, Fig. S7. In
each case, we record how these parameters affect the abundance
of partner strategies and the population’s average cooperation
rate. Overall, the effect of each parameter is as expected. In
particular, interactions are most cooperative when cooperation is
comparably cheap. This effect is magnified for stronger selection
strengths. Two results, however, are particularly noteworthy.

First, the curves representing evolving cooperation rates align
with the prevalence of partner strategies. This observation
suggests that partner strategies are indeed crucial for the evolution
of cooperation. Second, the positive effects of larger memory
are most pronounced for reactive-n strategies. In contrast,
for counting strategies any positive effect of increasing n is
considerably dampened.

We repeat these simulations for the more general sets of
memory-n strategies and memory-n counting strategies (SI
Appendix). Again, among memory-n strategies, larger values of n
lead to more cooperation. But even among counting strategies,
longer memory has a positive, albeit smaller, effect (SI Appendix,
Fig. S6). We conclude for the considered strategy spaces that the
timing of cooperation can be important, even in additive games
such as the donation game.

Discussion

Direct reciprocity is a key mechanism for cooperation, based on
the intuition that individuals are more likely to cooperate when
they meet repeatedly (8). To capture the logic of reciprocity,
most previous theoretical studies focus on a subset of strategies,
the memory-1 strategies (21–31). This set is comparably easy
to work with: The number of deterministic memory-1 strategies
is manageable; most strategies are easy to interpret; and payoffs
can be computed efficiently (9). At the same time, however, this
strategy space leaves out many interesting reciprocal behaviors
that are of theoretical or empirical relevance. For example,
already simple behaviors such as Tit-for-Two-Tat (7) are not
representable with one-round memory. This shortcoming is
particularly consequential for noisy games, where higher-memory
strategies are important (54). In such games, individuals often
take into account information from previous rounds to make
sense of a coplayer’s defection in the last round. That is, the
earlier history of play provides an important context to interpret
the coplayer’s last-round behavior.
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Fig. 4. Evolutionary dynamics of reactive-n strategies. To explore the evolutionary dynamics among reactive-n strategies, we run simulations based on the
method of Imhof and Nowak (68). This method assumes rare mutations. Every time a mutant strategy appears, it goes extinct or fixes before the arrival of the
next mutant strategy. (A and B) We run twenty independent simulations for reactive-n strategies and for reactive-n counting strategies. For each simulation, we
record the most abundant strategy (the strategy that resisted most mutants). The respective average cooperation probabilities are in line with the conditions
for partner strategies. (C and D) With additional simulations, we explore the average abundance of partner strategies and the population’s average cooperation
rate. For a given resident strategy to be classified as a partner by our simulation, it needs to satisfy all inequalities in the respective characterization. In addition,
it needs to cooperate after full cooperation with a probability of at least 95%. For all considered parameter values, we only observe high cooperation rates
when partner strategies evolve. Simulations are based on a donation game with b = 1, c = 0.5, a selection strength � = 1, and a population size N = 100,
unless noted otherwise. For n equal to 1 and 2, simulations are run for 107 time steps. For n = 3 we use 2 · 107 time steps.

game parameters. Here, we vary the strategies’ memory length
n, and whether mutations introduce all reactive-n strategies, or
counting strategies only. For twenty independent simulations,
Fig. 4 A and B displays the most abundant strategy for each
simulation run (those are the strategies that prevent the largest
number of mutants from taking over).We note that all the shown
strategies show behavior consistent with our characterization of
partners: If a coplayer fully cooperated in the previous n rounds,
these strategies prescribe to continue with cooperation. If the
coplayer defected, however, they cooperate with a markedly
reduced cooperation probability that satisfies the constraints in
Eqs. 1–3.

Interestingly, however, the evolving strategies exhibit an
interesting asymmetry. For example, for reactive-2 strategies, we
observe that players’ strategies tend to satisfy pCD < pDC . That
is, they are more likely to defect if their opponent defected last
round, rather than two rounds ago. In light of our equilibrium
analysis, this result is surprising. After all, according to our
partner condition Eq. 1, the two cooperation probabilities are
completely interchangeable. This asymmetry arises because our
evolutionary process with uniform mutations does not introduce
perfect partner strategies (with pCC = 1). Rather, it introduces
strategies in the respective neighborhood (with, say, pCC = 0.99).
Among these noisy partner strategies, we show that strategies are
more resilient when they punish defection without delay (for
more details, see SI Appendix, Figs. S4–S6 and Table S3).

In a next step, we systematically explore the impact of
several key parameters: the cost-to-benefit ratio c/b, the selection
strength �, and the memory length n (Fig. 4 C and D). In
addition, we vary the error rate " in SI Appendix, Fig. S7. In
each case, we record how these parameters affect the abundance
of partner strategies and the population’s average cooperation
rate. Overall, the effect of each parameter is as expected. In
particular, interactions are most cooperative when cooperation is
comparably cheap. This effect is magnified for stronger selection
strengths. Two results, however, are particularly noteworthy.

First, the curves representing evolving cooperation rates align
with the prevalence of partner strategies. This observation
suggests that partner strategies are indeed crucial for the evolution
of cooperation. Second, the positive effects of larger memory
are most pronounced for reactive-n strategies. In contrast,
for counting strategies any positive effect of increasing n is
considerably dampened.

We repeat these simulations for the more general sets of
memory-n strategies and memory-n counting strategies (SI
Appendix). Again, among memory-n strategies, larger values of n
lead to more cooperation. But even among counting strategies,
longer memory has a positive, albeit smaller, effect (SI Appendix,
Fig. S6). We conclude for the considered strategy spaces that the
timing of cooperation can be important, even in additive games
such as the donation game.

Discussion

Direct reciprocity is a key mechanism for cooperation, based on
the intuition that individuals are more likely to cooperate when
they meet repeatedly (8). To capture the logic of reciprocity,
most previous theoretical studies focus on a subset of strategies,
the memory-1 strategies (21–31). This set is comparably easy
to work with: The number of deterministic memory-1 strategies
is manageable; most strategies are easy to interpret; and payoffs
can be computed efficiently (9). At the same time, however, this
strategy space leaves out many interesting reciprocal behaviors
that are of theoretical or empirical relevance. For example,
already simple behaviors such as Tit-for-Two-Tat (7) are not
representable with one-round memory. This shortcoming is
particularly consequential for noisy games, where higher-memory
strategies are important (54). In such games, individuals often
take into account information from previous rounds to make
sense of a coplayer’s defection in the last round. That is, the
earlier history of play provides an important context to interpret
the coplayer’s last-round behavior.
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Remark 4.12. Summary

• It is interesting to explore the impact of memory 
capacities on direct reciprocity. 

• A formal analysis can be tricky, because the size of the 
strategy space quickly explodes

• Still, some analytical results are feasible

• Simulations suggest that more memory helps 
cooperation.



Two days ago’s class (March 11, 2025)

An overview 

Yesterday’s class (March 12, 2025)

• An introduction to evolutionary game theory 
(Replicator dynamics, games in finite populations)

• Evolution of cooperation & direct reciprocity

• Social norms & indirect reciprocity

Today’s class (March 13, 2025)

• Some current research: Reciprocity in complex environments
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Beyond the repeated prisoner’s dilemma 

Remark 4.13. Is the repeated prisoner’s dilemma the answer? 

The repeated prisoner’s dilemma is an extremely useful 
model to study reciprocity, but it is also quite stylised: 

Stationarity: The players’ environments (the games 
they play) do not change. 

Symmetry: Players are identical with respect to their 
possible actions and payoffs. 

Someone  
defects

Everyone 
cooperates

Good environment Bad environment

No longer clear whether strategies like Tit-for-Tat can 
promote cooperation.

Remark 4.14. Stochastic games

• We consider a set of n players 

• These players can find themselves in m different 
(environmental) states 

• In each state they play some (different) one-shot game, 
where they can either cooperate or defect. 

• The players’ actions determine their payoffs, but they 
also determine in which state they are next. 

• We assume players use memory-1 strategies.  
In this case, memory-1 strategies depend on the 
outcome of the previous round, and on the current 
state. For example, if there are N=2 players and M=2 
states, then p = (p1

CC, p1
CD, p1

DC, p1
DD, p2

CC, p2
CD, p2

DC, p2
DD)

• A player’s payoff in the stochastic game is the player’s 

average payoff per round,  πi = lim
T→∞

1
T

T

∑
t=1

πi(t)



Evolution of cooperation in stochastic games 

Example 4.15. Evolution of cooperation in stochastic games 

• We consider a set of N players 

• Players are randomly matched in groups of n, and then 
play the stochastic game against each other. 

• Strategies that yield a high payoff are more likely to be 
imitated by other players. 

LETTERRESEARCH

We derive a condition for the stability of cooperation in stochastic 
games with two states and state-independent transitions. A numerical 
analysis for the two-player case suggests that full cooperation emerges 
when win-stay lose-shift9 (WSLS) becomes stable (Extended Data 
Figs. 2, 3). This strategy prescribes cooperation in the next round if 
and only if both players used the same action in the previous round. In 
a conventional repeated prisoner’s dilemma, WSLS is a Nash equilib-
rium if b ≥ 2c (ref. 8). In the stochastic game, WSLS is an equilibrium if

− + − + ≥q q b q q b c(2 ) (1 2 ) 2 (1)2 0 1 2 0 2

where the parameters qi refer to the conditional probability that the 
players will be in game 1 in the next round given that i of them have 
cooperated in the present round. If mutual cooperation leads to game 
1 and mutual defection to game 2, then q2 = 1 and q0 = 0. Therefore, 
WSLS is stable if 2b1 − b2 ≥ 2c. Because b1 > b2, this condition is 
easier to satisfy than the respective conditions for the two associated 
repeated games.

The condition in equation (1) highlights the fact the that the stability 
of cooperation depends on how the states change given the players’ 
decisions. To explore the effect of this exogenous feedback system-
atically, we perform simulations for all eight deterministic and state- 
independent two-state games (Extended Data Fig. 2). In six of the eight 
cases, players spend more time in the profitable game 1. But only in 

two of them do players actually cooperate. In line with equation (1), 
cooperation evolves only if q2 = 1 and q0 = 0, with q1 being irrelevant. 
Stochastic games are most effective in promoting cooperation if mutual 
cooperation improves the public good while mutual defection deterio-
rates it—a natural scenario. Analogous conclusions hold for multiplayer 
interactions (Extended Data Figs. 4, 5).

Probabilistic transitions can further enhance the evolution of coop-
eration. In Fig. 3a, mutual cooperation in game 2 leads back to game 
1 with probability q. The optimal value of q is intermediate: players 
should have some chance to return to the better state, but it should not 
be too easy (see also Extended Data Fig. 6). In Fig. 3b, the length of the 
game is not exogenously given, but affected by the players’ decisions. 
Individuals start in state 1, in which they play a conventional prisoner’s 
dilemma; if one or both players defect, then there is some probability  
q that players move towards state 2, in which no further profitable 
interactions are possible. This form of environmental feedback pro-
motes cooperation; payoffs become maximal for small but positive q 
(Extended Data Fig. 7). In Fig. 3c we consider a model with timeout. 
Defection leads to a temporal state in which no profitable interactions 
are possible. The return probability to the regular game is q. We derive 
adaptive dynamics for simple reactive strategies (x, y), where x denotes 
the cooperation probability after having been in state 1 previously and 
y is the cooperation probability after having been in timeout. We find 
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Game 1 Game 2 
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All cooperate, p 
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Game 1 Game 2 

All  
cooperate 
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All cooperate,
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All cooperate, p 
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All  
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1 – p 

All cooperate, p 
Some defect b 
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More valuable Less valuable 

Fig. 1 | In stochastic games, the decisions made by players in one round 
determine the game that will be played next round. a, For example, 
if some players defect in a public-goods game, then the environment 
could deteriorate and thereby reduce the value of the public good. If all 
cooperate, then the environment could recover and the original value of 
the public good might be restored. The different states of the environment 
correspond to the different games that can be played. In this illustration, 
we show two public-goods games with r1 > r2. b, A stochastic game 
is deterministic if the players’ actions and the current game uniquely 
determine the game that will be played next round. It is state-independent 
if the game in the next round depends on only the players’ actions, not the 
current game (state). Thus, we distinguish four different types of stochastic 
game, depending on whether transitions are deterministic or probabilistic 
(where p and 1 – p indicate the probability of making the respective 
transition), and whether they are state-independent or state-dependent. 
We note that even a game that involves only deterministic transitions is 
referred to as a ‘stochastic’ game, because it represents a special case of the 
framework.
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Fig. 2 | Stochastic games can promote cooperation even if all individual 
games favour defection. a, b, We study the repeated prisoner’s dilemma, 
which is a two-player game (a), and the repeated public-goods game 
(PGG), which is interpreted here as a four-player game (b). In both cases, 
the first game has a higher benefit from cooperation than the second game. 
Arrows represent the possible transitions, and the arrow labels indicate 
the number of co-operators (‘C’) required for the respective transition. 
The two-player games are represented by their payoff matrices. In the 
stochastic game, if all players cooperate then the next round will be the 
first game, but if some players defect (‘D’) then the next round will be the 
second game. In the standard repeated games, the same game is used in 
every round. An analysis based on evolutionary dynamics reveals that 
each of the standard repeated games fails to support cooperation, whereas 
the stochastic game favours cooperation. The time axis corresponds 
to the number of mutant strategies introduced into the population 
(see Methods). Parameter values: a, b1 = 2, b2 = 1.2, c = 1; b, r1 = 1.6, 
r2 = 1.2, c = 1.
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We derive a condition for the stability of cooperation in stochastic 
games with two states and state-independent transitions. A numerical 
analysis for the two-player case suggests that full cooperation emerges 
when win-stay lose-shift9 (WSLS) becomes stable (Extended Data 
Figs. 2, 3). This strategy prescribes cooperation in the next round if 
and only if both players used the same action in the previous round. In 
a conventional repeated prisoner’s dilemma, WSLS is a Nash equilib-
rium if b ≥ 2c (ref. 8). In the stochastic game, WSLS is an equilibrium if

− + − + ≥q q b q q b c(2 ) (1 2 ) 2 (1)2 0 1 2 0 2

where the parameters qi refer to the conditional probability that the 
players will be in game 1 in the next round given that i of them have 
cooperated in the present round. If mutual cooperation leads to game 
1 and mutual defection to game 2, then q2 = 1 and q0 = 0. Therefore, 
WSLS is stable if 2b1 − b2 ≥ 2c. Because b1 > b2, this condition is 
easier to satisfy than the respective conditions for the two associated 
repeated games.

The condition in equation (1) highlights the fact the that the stability 
of cooperation depends on how the states change given the players’ 
decisions. To explore the effect of this exogenous feedback system-
atically, we perform simulations for all eight deterministic and state- 
independent two-state games (Extended Data Fig. 2). In six of the eight 
cases, players spend more time in the profitable game 1. But only in 

two of them do players actually cooperate. In line with equation (1), 
cooperation evolves only if q2 = 1 and q0 = 0, with q1 being irrelevant. 
Stochastic games are most effective in promoting cooperation if mutual 
cooperation improves the public good while mutual defection deterio-
rates it—a natural scenario. Analogous conclusions hold for multiplayer 
interactions (Extended Data Figs. 4, 5).

Probabilistic transitions can further enhance the evolution of coop-
eration. In Fig. 3a, mutual cooperation in game 2 leads back to game 
1 with probability q. The optimal value of q is intermediate: players 
should have some chance to return to the better state, but it should not 
be too easy (see also Extended Data Fig. 6). In Fig. 3b, the length of the 
game is not exogenously given, but affected by the players’ decisions. 
Individuals start in state 1, in which they play a conventional prisoner’s 
dilemma; if one or both players defect, then there is some probability  
q that players move towards state 2, in which no further profitable 
interactions are possible. This form of environmental feedback pro-
motes cooperation; payoffs become maximal for small but positive q 
(Extended Data Fig. 7). In Fig. 3c we consider a model with timeout. 
Defection leads to a temporal state in which no profitable interactions 
are possible. The return probability to the regular game is q. We derive 
adaptive dynamics for simple reactive strategies (x, y), where x denotes 
the cooperation probability after having been in state 1 previously and 
y is the cooperation probability after having been in timeout. We find 
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Fig. 1 | In stochastic games, the decisions made by players in one round 
determine the game that will be played next round. a, For example, 
if some players defect in a public-goods game, then the environment 
could deteriorate and thereby reduce the value of the public good. If all 
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Extended Data Fig. 2 | Whether cooperation evolves in two-player 
games depends critically on the form of the environmental feedback. 
Keeping the game parameters fixed at the values used in Fig. 2a, we 
explored how the evolution of cooperation depends on the underlying 
transition structure of the stochastic game in the limit of rare mutations 
(see Supplementary Information). a–h, We calculated the selection–
mutation equilibrium for all possible stochastic games with two states 
when transitions are state-independent and deterministic. i, Overall, six 
of the eight transition structures lead players to spend more time in the 

more profitable state 1, in which mutual cooperation has a higher benefit. 
j, However, cooperation evolves in only two out of these six transition 
structures. These two structures have in common that mutual cooperation 
always leads to the beneficial state 1, whereas mutual defection leads 
to the detrimental state 2. Thus, cooperation is most likely to evolve if 
the environmental feedback itself incentivizes mutual cooperation and 
disincentivizes mutual defection. The transitions after unilateral defection 
have a less prominent role.
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transition structure of the stochastic game in the limit of rare mutations 
(see Supplementary Information). a–h, We calculated the selection–
mutation equilibrium for all possible stochastic games with two states 
when transitions are state-independent and deterministic. i, Overall, six 
of the eight transition structures lead players to spend more time in the 

more profitable state 1, in which mutual cooperation has a higher benefit. 
j, However, cooperation evolves in only two out of these six transition 
structures. These two structures have in common that mutual cooperation 
always leads to the beneficial state 1, whereas mutual defection leads 
to the detrimental state 2. Thus, cooperation is most likely to evolve if 
the environmental feedback itself incentivizes mutual cooperation and 
disincentivizes mutual defection. The transitions after unilateral defection 
have a less prominent role.
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Evolution of cooperation in stochastic games 

Example 4.17. Cooperation in larger groups

• Suppose now the game is played in groups of 4 players

• In each state, players play a public goods game with 
multiplication factor r, which might depend on the state. 

• The number of cooperators determines the next state.

• We consider four different treatments, which differ in how 
easily the environment deteriorates (how quickly the 
multiplication factor decreases if few people cooperate). 

LETTER RESEARCH

that the fully cooperative strategy (1, 1) can become stable, although 
unconditional cooperation is never stable in a conventional repeated 
prisoner’s dilemma.

Next we explore the ideal feedback between game payoff and strategic 
choice. We consider a stochastic game with four players and five states. 
Defection by a subgroup of players has an immediate, gradual or delayed 
negative impact on the benefits of cooperation, or no effect (Fig. 4). We 
obtain the highest cooperation rates for immediate negative impact. 
The intuitive explanation is as follows: maximum cooperation arises 
if the players are most incentivized to cooperate in the most valuable  
game. In the immediate scenario, any deviation from cooperation in 

game 1 leads to a game with the lowest payoff. Interestingly, even the 
scenario with a delayed response promotes higher cooperation rates 
than the game in which the public good remains unchanged across all 
states. The lowest cooperation rates are obtained when the benefits of 
cooperation are high in all five games. We obtain similar conclusions for 
a state-dependent game in which it takes several successive rounds of 
mutual defection to end up in the worst state (Extended Data Figs. 8, 9).

Direct reciprocity is a mechanism for the evolution of cooperation 
based on repeated interactions. The standard assumption has been that 
the same game, with the same payoff, is played again and again. We 
have introduced the concept that the game payoff changes in different 
rounds. We explore cases in which cooperation leads to a more valuable 
game next round and defection to a less valuable one. Surprisingly, 
we find that this setting boosts cooperation markedly. In the resulting 
stochastic game, cooperation can prevail even if it is unsuccessful in 
all individual repeated games. Our observations suggest how naturally 
occurring or designed feedback can promote cooperation. A tragedy of 
the commons can be avoided if the environment deteriorates (rapidly) 
as a consequence of defection. Likewise, cooperation is boosted if there 
is the prospect of playing for higher gains should the current coopera-
tion succeed. The evolutionary analysis of stochastic games represents 
a new tool for understanding and influencing human decision-making 
in social dilemmas.

Online content
Any Methods, including any statements of data availability and Nature Research 
reporting summaries, along with any additional references and Source Data files, 
are available in the online version of the paper at https://doi.org/10.1038/s41586-
018-0277-x.
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Fig. 3 | Probabilistic transitions maximize cooperation in three 
different stochastic games. a, Game 1 is more profitable than game 2,  
but mutual cooperation in game 2 leads to game 1 only with probability  
q. The evolving average payoffs are maximized for intermediate q. b, Game 
1 is left with probability q if at least one player has defected. The optimal 
value of q is small but positive for games with a finite number of rounds 
(continuation probability δ = 0.999). c, Defection leads to a timeout with 
an expected duration that depends on the return probability q. We derive 

the adaptive dynamics for strategies that take into account only whether 
players have been in game 1 in the previous round or in the timeout. 
Depending on the parameters, ‘All C’ is a stable endpoint of evolution 
because no nearby mutant strategy can yield a higher payoff. Again the 
optimal value of q is intermediate: low values of q increase the area of 
the phase space for which populations move towards cooperation, but 
they also make occasional errors more costly (parameters b1 = 3, c = 1, 
q = 1/2).
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Fig. 4 | Strong immediate feedback maximizes cooperation. a, A four-
player scenario in which cooperation improves and defection reduces 
the value of the public good. Transitions are state-independent: the next 
state depends on only the number of co-operators, not the previous state. 
In game 1, contributions to a public good are multiplied by the highest 
factor r1 = 1.6. In game 5, cooperation does not produce any social 
benefit, r5 = c = 1. For the payoff in the intermediate games 2, 3 and 4, 
we distinguish three cases: partial defection has immediate, gradual or 
delayed consequences on the multiplication factor of the public good. 
In addition, we consider a fourth scenario in which the multiplication 
factor remains high in all states (‘none’, no payoff consequences). b, An 
evolutionary analysis confirms that immediately deteriorating public 
resources are most favourable to cooperation because they make unilateral 
exploitation a risky strategy. However, all three stochastic games in which 
the benefits of cooperation vary lead to substantially more cooperation 
than the game with no environmental feedback.
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that the fully cooperative strategy (1, 1) can become stable, although 
unconditional cooperation is never stable in a conventional repeated 
prisoner’s dilemma.

Next we explore the ideal feedback between game payoff and strategic 
choice. We consider a stochastic game with four players and five states. 
Defection by a subgroup of players has an immediate, gradual or delayed 
negative impact on the benefits of cooperation, or no effect (Fig. 4). We 
obtain the highest cooperation rates for immediate negative impact. 
The intuitive explanation is as follows: maximum cooperation arises 
if the players are most incentivized to cooperate in the most valuable  
game. In the immediate scenario, any deviation from cooperation in 

game 1 leads to a game with the lowest payoff. Interestingly, even the 
scenario with a delayed response promotes higher cooperation rates 
than the game in which the public good remains unchanged across all 
states. The lowest cooperation rates are obtained when the benefits of 
cooperation are high in all five games. We obtain similar conclusions for 
a state-dependent game in which it takes several successive rounds of 
mutual defection to end up in the worst state (Extended Data Figs. 8, 9).

Direct reciprocity is a mechanism for the evolution of cooperation 
based on repeated interactions. The standard assumption has been that 
the same game, with the same payoff, is played again and again. We 
have introduced the concept that the game payoff changes in different 
rounds. We explore cases in which cooperation leads to a more valuable 
game next round and defection to a less valuable one. Surprisingly, 
we find that this setting boosts cooperation markedly. In the resulting 
stochastic game, cooperation can prevail even if it is unsuccessful in 
all individual repeated games. Our observations suggest how naturally 
occurring or designed feedback can promote cooperation. A tragedy of 
the commons can be avoided if the environment deteriorates (rapidly) 
as a consequence of defection. Likewise, cooperation is boosted if there 
is the prospect of playing for higher gains should the current coopera-
tion succeed. The evolutionary analysis of stochastic games represents 
a new tool for understanding and influencing human decision-making 
in social dilemmas.
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Fig. 3 | Probabilistic transitions maximize cooperation in three 
different stochastic games. a, Game 1 is more profitable than game 2,  
but mutual cooperation in game 2 leads to game 1 only with probability  
q. The evolving average payoffs are maximized for intermediate q. b, Game 
1 is left with probability q if at least one player has defected. The optimal 
value of q is small but positive for games with a finite number of rounds 
(continuation probability δ = 0.999). c, Defection leads to a timeout with 
an expected duration that depends on the return probability q. We derive 

the adaptive dynamics for strategies that take into account only whether 
players have been in game 1 in the previous round or in the timeout. 
Depending on the parameters, ‘All C’ is a stable endpoint of evolution 
because no nearby mutant strategy can yield a higher payoff. Again the 
optimal value of q is intermediate: low values of q increase the area of 
the phase space for which populations move towards cooperation, but 
they also make occasional errors more costly (parameters b1 = 3, c = 1, 
q = 1/2).
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Fig. 4 | Strong immediate feedback maximizes cooperation. a, A four-
player scenario in which cooperation improves and defection reduces 
the value of the public good. Transitions are state-independent: the next 
state depends on only the number of co-operators, not the previous state. 
In game 1, contributions to a public good are multiplied by the highest 
factor r1 = 1.6. In game 5, cooperation does not produce any social 
benefit, r5 = c = 1. For the payoff in the intermediate games 2, 3 and 4, 
we distinguish three cases: partial defection has immediate, gradual or 
delayed consequences on the multiplication factor of the public good. 
In addition, we consider a fourth scenario in which the multiplication 
factor remains high in all states (‘none’, no payoff consequences). b, An 
evolutionary analysis confirms that immediately deteriorating public 
resources are most favourable to cooperation because they make unilateral 
exploitation a risky strategy. However, all three stochastic games in which 
the benefits of cooperation vary lead to substantially more cooperation 
than the game with no environmental feedback.
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Remark 4.18. Summary

• When individual actions do not only affect payoffs, but 
also the players’ environment, this can favour the 
evolution of cooperation.

• Cooperation is most favored when defection results in a 
quick deterioration of the environment, leading players 
to interact in more unprofitable games. 



Two days ago’s class (March 11, 2025)

An overview 

Yesterday’s class (March 12, 2025)

• An introduction to evolutionary game theory 
(Replicator dynamics, games in finite populations)

• Evolution of cooperation & direct reciprocity

• Social norms & indirect reciprocity

Today’s class (March 13, 2025)

• Some current research: Reciprocity in complex environments
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The role of memory; the effect of changing environments; the impact of inequality



Cooperation in asymmetric games 

Remark 4.19. On the role of symmetric games

Previous work

• Quite some work on cooperation in asymmetric social 
dilemmas

Climate policies under wealth inequality
Vítor V. Vasconcelosa,b,c, Francisco C. Santosa,c, Jorge M. Pachecoa,d,e, and Simon A. Levinf,g,h,1

aApplications of Theoretical Physics Group, Centro de Matemática e Aplicações Fundamentais, Instituto para a Investigação Interdisciplinar, P-1649-003 Lisbon
Codex, Portugal; bCentro de Física da Universidade do Minho, 4710-057 Braga, Portugal; cInstituto de Engenharia de Sistemas e Computadores, Investigação e
Desenvolvimento (INESC-ID) and Instituto Superior Técnico, Universidade de Lisboa, Taguspark, 2744-016 Porto Salvo, Portugal; dDepartamento de Matemática e
Aplicações, Universidade do Minho, 4710-057 Braga, Portugal; eCentro de Biologia Molecular e Ambiental (CBMA), Universidade do Minho, 4710-057 Braga,
Portugal; fDepartment of Ecology and Evolutionary Biology, Princeton University, Princeton, NJ 08544-1003; gUniversity Fellow, Resources for the Future,
Washington, DC 20036; and hFellow, Beijer Institute of Ecological Economics, SE-104 05 Stockholm, Sweden

Contributed by Simon A. Levin, December 18, 2013 (sent for review October 3, 2013)

Taming the planet’s climate requires cooperation. Previous failures
to reach consensus in climate summits have been attributed, among
other factors, to conflicting policies between rich and poor countries,
which disagree on the implementation of mitigation measures. Here
we implement wealth inequality in a threshold public goods di-
lemma of cooperation in which players also face the risk of potential
future losses. We consider a population exhibiting an asymmetric
distribution of rich and poor players that reflects the present-day
status of nations and study the behavioral interplay between rich
and poor in time, regarding their willingness to cooperate. Individ-
uals are also allowed to exhibit a variable degree of homophily,
which acts to limit those that constitute one’s sphere of influence.
Under the premises of our model, and in the absence of homophily,
comparison between scenarios with wealth inequality and without
wealth inequality shows that the former leads to more global co-
operation than the latter. Furthermore, we find that the rich gener-
ally contribute more than the poor and will often compensate for
the lower contribution of the latter. Contributions from the poor,
which are crucial to overcome the climate change dilemma, are
shown to be very sensitive to homophily, which, if prevalent, can
lead to a collapse of their overall contribution. In such cases, how-
ever, we also find that obstinate cooperative behavior by a few poor
may largely compensate for homophilic behavior.

collective action | global warming | governance of the commons |
environmental agreements | evolutionary game theory

Despite existing scientific consensus that anthropogenic green-
house gas emissions (GHGE) perturb global climate patterns

with negative consequences for many natural ecosystems (1–3),
reaching a global agreement regarding reduction of GHGE remains
one of the most challenging problems humans face (4). Interna-
tional climate negotiations have largely failed to reach consensus (5,
6), evidencing a conflict between rich and poor countries, which
often do not agree on the urgency of emission reduction measures,
given the scientific uncertainty regarding the impacts of climate
change (7–10). Indeed, in the aftermath of the 15th Conference of
Parties in Copenhagen/2009 one has observed a tendency of several
governments to regard climate change as a problem of a distant
future—2050—hence discounting (4) the actual risk of collective
disaster—despite predictions that severe climate change conse-
quences, such as increased occurrence of heat waves and droughts,
for instance, may happen sooner (1).
The issue of reducing GHGE has been addressed recently, both

experimentally and theoretically, by means of a threshold Public
Goods Game (PGG) in which success requires overall cooperative
collective action, and decisions must be made knowing that failure
to cooperate implies a risk of overall collapse (10–18). Like many
social dilemmas of collective action, any participant that curbs
emissions pays a cost whereas the benefits are shared among ev-
eryone. Thus, the rational choice is to free ride on the benefits
produced by others at their own expense (through abatement),
leading to the well-known tragedy of the commons, where selfish
behavior results in overexploitation of the public good (19, 20).

Both theory and experiment agree that risk perception plays
a central role in escaping the tragedy of the commons (12, 13).
Besides risk, the role of wealth inequality among participants has
been recently investigated by means of economic experiments
involving students from western, educated, industrialized, rich, and
democratic (WEIRD) countries (a feature that may induce biases
regarding behavior of subjects taking the role of poor countries)
(10, 11). Games comprised groups of fixed size (N = 6) where
participation was equally split between rich and poor individuals,
whose different wealth resulted from two different start-up amounts
of money made available to group participants. The insights pro-
vided by these experiments (10, 11) (using different methodologies
and assumptions while using the same PGG) converge on the idea
that resolution of the climate change policy problem stems from the
rich compensating for the smaller contribution by the poor and,
even when risk is very high (something that does not seem to apply
to the present situation), there is still a very significant chance of
failing to solve the climate change dilemma, a situation that is
ameliorated whenever intermediate tasks are designated (11) or
whenever individuals have the opportunity to pledge their contri-
bution before actual action (10).
Here we address the issue of wealth inequality from a theo-

retical perspective. The model we extend here to deal with
wealth inequality (13, 17) has been shown to lead to predictions
that correlate nicely with previous economic experiments carried
out in the absence of any wealth inequalities (10), with the added
value of allowing a full exploration of how success in addressing
the climate change dilemma depends on other important param-
eters, such as risk, group size, introduction of sanctioning insti-
tutions of global or local nature, etc. It is important to stress that,

Significance

One of the greatest challenges in addressing global environ-
mental problems such as climate change, which involves public
goods and common-pool resources, is achieving cooperation
among peoples. There are great disparities in wealth among
nations, and this heterogeneity can make agreements much
more difficult to achieve (e.g., regarding implementation of cli-
mate change mitigation). This paper incorporates wealth in-
equality into a public goods dilemma, including an asymmetric
distribution of wealth representative of existing inequalities
among nations. Without homophily (imitation of like agents),
inequality actually makes cooperation easier to achieve; homo-
phily, however, can undercut this, leading to collapse because
poor agents may contribute less. Understanding such effects
may enhance the ability to achieve agreements on climate
change and other issues.
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Cooperative interaction of rich and poor can be catalyzed
by intermediate climate targets
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Abstract International climate negotiations that aim at reducing global greenhouse gas
emissions are strongly influenced by a conflict between rich and poor countries and
by a lack of consensus about the urgency of emission reduction measures. We have
previously in an experimental game characterised the implied challenge of avoiding
dangerous climate change as the “collective-risk social dilemma”. Here we introduce
heterogeneous wealth and two time horizons into the collective-risk social dilemma
game. We show that rich players are willing to substitute for missing contributions by
the poor, provided the players collectively face intermediate climate targets that, if not
reached, are potentially followed by simulated intermediate costly climate risks.
However, despite some increase in the contributions of the rich against the final
collective target, the final target is reached less often than the intermediate target. Our
results provide experimental evidence that similar, intermediate time horizons between
climate risks and climate change mitigation planning are a necessary, though not
sufficient, component of successful climate negotiations.
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• In evolutionary game theory, we really like symmetric 
games.

Why asymmetry is nontrivial
• No longer clear whether strategies like Tit-for-Tat  

are effective

• Many social dilemmas are asymmetric

Player 3
e3 = 20

Player 2
e2 = 30

Player 1
e1 = 100

Public 
Good

r1=2

r2=2r3=2

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1=2.9

r2=1.5r3=1.1

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1

r2r3

r1, r2, r3
depend on
contributions

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1=2

r2=2r3=2

Endowments:

Productivities:

Functional form:

equal

symmetric

linear

unequal
symmetric

linear

equal

asymmetric

linear

equal

symmetric

nonlinear

a

b

Public Good

Player 1
e1 = 25

Player 2
e2 = 75

Public 
Good

c

r1=1.9 r1=1.3

r1
r2 r3

r4

r5
r6

r7

r8

e1

e2 e3
e4

e5

e6e7

e8

Player 3
e3 = 20

Player 2
e2 = 30

Player 1
e1 = 100

Public 
Good

r1=2

r2=2r3=2

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1=2.9

r2=1.5r3=1.1

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1

r2r3

r1, r2, r3
depend on
contributions

Player 3
e3 = 50

Player 2
e2 = 50

Player 1
e1 = 50

Public 
Good

r1=2

r2=2r3=2

Endowments:

Productivities:

Functional form:

equal

symmetric

linear

unequal
symmetric

linear

equal

asymmetric

linear

equal

symmetric

nonlinear

a

b

Public Good

Player 1
e1 = 25

Player 2
e2 = 75

Public 
Good

c

r1=1.9 r1=1.3

r1
r2 r3

r4

r5
r6

r7

r8

e1

e2 e3
e4

e5

e6e7

e8

• Makes the description & the math easier, simplifies  
interpretation of results, allows for learning by imitation

IMITATION

• Is endowment inequality always detrimental?

• No longer clear how we should model learning in 
asymmetric games

?



Cooperation in asymmetric games 

Remark 4.20. A model of games among unequals

• There is a group with  individuals who interact repeatedlyn
• Each round, individual  obtains an endowment i ei

• Individuals independently decide how much to contribute

• Individual ’s contribution is multiplied by i ri
• Total contributions are evenly split

Research question

For given productivities, how should we optimally allocate 
endowments to maximize cooperation?

•
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given public goods game and a given endowment distribution, we  
say that full cooperation is feasible if there is a subgame perfect  
equilibrium in which all players always contribute their entire endow-
ment. In such an equilibrium, players have no incentive to deviate after 
any history of previous play21. In the Supplementary Information, we 
prove that cooperation is feasible if and only if the strategy Grim is an 
equilibrium. Grim cooperates unless another player has defected in a  
previous round3. From the equilibrium condition for Grim, it follows 
that cooperation is feasible for the public good game given by equation 
(1) if and only if for all players i with ei > 0 the following condition 
holds:

∑δ ≥ ⎛
⎝
⎜⎜ − ⎞

⎠
⎟⎟⎟

≠n
r e r

n
e1 (2)

j i
j j

i
i

The expected benefit from the future cooperation of others must exceed 
the incentive to defect in the present round. For cooperation to be 
feasible, future losses must outweigh present gains.

On the basis of this general characterization of when cooperation is 
feasible, we derive a number of results. First, cooperation is never fea-
sible if there is too much inequality, such that most of the endowment 
is in the hands of one player (Supplementary Information). For linear 
and symmetric games (Fig. 1), we show that if cooperation is feasible at 
all, it is feasible for equal endowments (Fig. 2a). However, if the game is 
asymmetric (Fig. 2b) or nonlinear (Fig. 2c), full cooperation may only 
be feasible when players have unequal endowments. In such a case it 
can even be optimal to give some players no initial endowment at all.

To gain intuition, consider a case in which players differ in productiv-
ities, r1 > … > rn. We find a twofold advantage of giving higher endow-
ments to more productive players. First, there is a stability advantage:  
an unequal distribution of endowments makes it easier for full coop-
eration to be an equilibrium. To understand this, assume instead that 

players receive equal endowments. Then inequality (2) suggests that 
cooperation is feasible if

δ ≥
−
−

n r
R r (3)n

n

in which R = r1 + … + rn is the sum of all productivities. For equal 
endowments, player n with the lowest productivity faces the largest 
temptation to defect, because this player has the highest marginal cost 
1 − rn/n of contributing. This temptation can be counterbalanced by 
allocating a smaller endowment to player n who then has less to gain 
from withholding, whereas the others have more leverage to retaliate 
in future rounds. Both effects enhance the stability of cooperation. 
Second, there is an efficiency advantage of unequal endowments. 
Because contributions of more productive players are multiplied by a 
higher factor, social welfare is maximized when the most productive 
player obtains the largest share of the initial endowment—subject to 
the constraint that full cooperation is feasible.

If the game involves only two players, we can compute which  
endowment distribution is the most conducive to cooperation. An 
endowment distribution is maximally cooperative if it requires the 
lowest continuation probability δ for cooperation to be feasible. Using 
inequality (2), we show in the Supplementary Information that endow-
ments need to be distributed as

=
−
−

e
e

r r
r r

(2 )
(2 )

(4)1

2

2 2

1 1

An equal distribution, e1 = e2, is maximally cooperative only if players 
have the same productivities. Otherwise, the more productive player 
should have a larger share of the endowment.

After exploring under which conditions cooperation is feasible, we 
study when it is that cooperation can evolve3. To make an evolutionary 
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Fig. 2 | Feasibility and evolvability of cooperation in public goods 
games among unequals. a–f, We consider groups of three players who 
interact in three different public goods games. In each case, we investigated 
when equal endowments help to maintain cooperation (a–c) or favour its 
evolution (d–f). The triangles represent the possible ways to distribute the 
initial endowment among the players. Corners correspond to distributions 
for which one player receives all of the endowment. Edges correspond to 

distributions for which one player receives no endowment. The centre 
of the triangle marks equal endowments. ‘Group payoff ’ corresponds to 
the total payoff across all group members, averaged over 106 time steps 
of an evolutionary simulation. We find that extreme inequality is always 
detrimental to cooperation. However, when the game is asymmetric or 
nonlinear, slightly unequal endowments may be necessary for cooperation 
to be feasible (b, c) and for cooperation to evolve (e, f).
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given public goods game and a given endowment distribution, we  
say that full cooperation is feasible if there is a subgame perfect  
equilibrium in which all players always contribute their entire endow-
ment. In such an equilibrium, players have no incentive to deviate after 
any history of previous play21. In the Supplementary Information, we 
prove that cooperation is feasible if and only if the strategy Grim is an 
equilibrium. Grim cooperates unless another player has defected in a  
previous round3. From the equilibrium condition for Grim, it follows 
that cooperation is feasible for the public good game given by equation 
(1) if and only if for all players i with ei > 0 the following condition 
holds:
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The expected benefit from the future cooperation of others must exceed 
the incentive to defect in the present round. For cooperation to be 
feasible, future losses must outweigh present gains.

On the basis of this general characterization of when cooperation is 
feasible, we derive a number of results. First, cooperation is never fea-
sible if there is too much inequality, such that most of the endowment 
is in the hands of one player (Supplementary Information). For linear 
and symmetric games (Fig. 1), we show that if cooperation is feasible at 
all, it is feasible for equal endowments (Fig. 2a). However, if the game is 
asymmetric (Fig. 2b) or nonlinear (Fig. 2c), full cooperation may only 
be feasible when players have unequal endowments. In such a case it 
can even be optimal to give some players no initial endowment at all.

To gain intuition, consider a case in which players differ in productiv-
ities, r1 > … > rn. We find a twofold advantage of giving higher endow-
ments to more productive players. First, there is a stability advantage:  
an unequal distribution of endowments makes it easier for full coop-
eration to be an equilibrium. To understand this, assume instead that 

players receive equal endowments. Then inequality (2) suggests that 
cooperation is feasible if
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in which R = r1 + … + rn is the sum of all productivities. For equal 
endowments, player n with the lowest productivity faces the largest 
temptation to defect, because this player has the highest marginal cost 
1 − rn/n of contributing. This temptation can be counterbalanced by 
allocating a smaller endowment to player n who then has less to gain 
from withholding, whereas the others have more leverage to retaliate 
in future rounds. Both effects enhance the stability of cooperation. 
Second, there is an efficiency advantage of unequal endowments. 
Because contributions of more productive players are multiplied by a 
higher factor, social welfare is maximized when the most productive 
player obtains the largest share of the initial endowment—subject to 
the constraint that full cooperation is feasible.

If the game involves only two players, we can compute which  
endowment distribution is the most conducive to cooperation. An 
endowment distribution is maximally cooperative if it requires the 
lowest continuation probability δ for cooperation to be feasible. Using 
inequality (2), we show in the Supplementary Information that endow-
ments need to be distributed as
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An equal distribution, e1 = e2, is maximally cooperative only if players 
have the same productivities. Otherwise, the more productive player 
should have a larger share of the endowment.

After exploring under which conditions cooperation is feasible, we 
study when it is that cooperation can evolve3. To make an evolutionary 
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Fig. 2 | Feasibility and evolvability of cooperation in public goods 
games among unequals. a–f, We consider groups of three players who 
interact in three different public goods games. In each case, we investigated 
when equal endowments help to maintain cooperation (a–c) or favour its 
evolution (d–f). The triangles represent the possible ways to distribute the 
initial endowment among the players. Corners correspond to distributions 
for which one player receives all of the endowment. Edges correspond to 

distributions for which one player receives no endowment. The centre 
of the triangle marks equal endowments. ‘Group payoff ’ corresponds to 
the total payoff across all group members, averaged over 106 time steps 
of an evolutionary simulation. We find that extreme inequality is always 
detrimental to cooperation. However, when the game is asymmetric or 
nonlinear, slightly unequal endowments may be necessary for cooperation 
to be feasible (b, c) and for cooperation to evolve (e, f).
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given public goods game and a given endowment distribution, we  
say that full cooperation is feasible if there is a subgame perfect  
equilibrium in which all players always contribute their entire endow-
ment. In such an equilibrium, players have no incentive to deviate after 
any history of previous play21. In the Supplementary Information, we 
prove that cooperation is feasible if and only if the strategy Grim is an 
equilibrium. Grim cooperates unless another player has defected in a  
previous round3. From the equilibrium condition for Grim, it follows 
that cooperation is feasible for the public good game given by equation 
(1) if and only if for all players i with ei > 0 the following condition 
holds:
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The expected benefit from the future cooperation of others must exceed 
the incentive to defect in the present round. For cooperation to be 
feasible, future losses must outweigh present gains.

On the basis of this general characterization of when cooperation is 
feasible, we derive a number of results. First, cooperation is never fea-
sible if there is too much inequality, such that most of the endowment 
is in the hands of one player (Supplementary Information). For linear 
and symmetric games (Fig. 1), we show that if cooperation is feasible at 
all, it is feasible for equal endowments (Fig. 2a). However, if the game is 
asymmetric (Fig. 2b) or nonlinear (Fig. 2c), full cooperation may only 
be feasible when players have unequal endowments. In such a case it 
can even be optimal to give some players no initial endowment at all.

To gain intuition, consider a case in which players differ in productiv-
ities, r1 > … > rn. We find a twofold advantage of giving higher endow-
ments to more productive players. First, there is a stability advantage:  
an unequal distribution of endowments makes it easier for full coop-
eration to be an equilibrium. To understand this, assume instead that 
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1 − rn/n of contributing. This temptation can be counterbalanced by 
allocating a smaller endowment to player n who then has less to gain 
from withholding, whereas the others have more leverage to retaliate 
in future rounds. Both effects enhance the stability of cooperation. 
Second, there is an efficiency advantage of unequal endowments. 
Because contributions of more productive players are multiplied by a 
higher factor, social welfare is maximized when the most productive 
player obtains the largest share of the initial endowment—subject to 
the constraint that full cooperation is feasible.

If the game involves only two players, we can compute which  
endowment distribution is the most conducive to cooperation. An 
endowment distribution is maximally cooperative if it requires the 
lowest continuation probability δ for cooperation to be feasible. Using 
inequality (2), we show in the Supplementary Information that endow-
ments need to be distributed as
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An equal distribution, e1 = e2, is maximally cooperative only if players 
have the same productivities. Otherwise, the more productive player 
should have a larger share of the endowment.

After exploring under which conditions cooperation is feasible, we 
study when it is that cooperation can evolve3. To make an evolutionary 
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Fig. 2 | Feasibility and evolvability of cooperation in public goods 
games among unequals. a–f, We consider groups of three players who 
interact in three different public goods games. In each case, we investigated 
when equal endowments help to maintain cooperation (a–c) or favour its 
evolution (d–f). The triangles represent the possible ways to distribute the 
initial endowment among the players. Corners correspond to distributions 
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distributions for which one player receives no endowment. The centre 
of the triangle marks equal endowments. ‘Group payoff ’ corresponds to 
the total payoff across all group members, averaged over 106 time steps 
of an evolutionary simulation. We find that extreme inequality is always 
detrimental to cooperation. However, when the game is asymmetric or 
nonlinear, slightly unequal endowments may be necessary for cooperation 
to be feasible (b, c) and for cooperation to evolve (e, f).
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Cooperation in asymmetric games 

Remark 4.21. An experiment
• To test these qualitative predictions, we did an experiment

• ~400 participants recruited through Amazon Turk

• They play a repeated public good game in groups of two
• All groups interact for at least 20 rounds

• Endowments can either be equal or unequal;  
productivities can either be equal or unequal. LETTER RESEARCH

approach computationally tractable, we first consider players who 
respond only to the outcome of the last round. Moreover, we assume 
that players choose only from a finite set of possible contributions.  
For example, they may either contribute their full endowment or noth-
ing at all. In that case, we refer to the two possible actions as coopera-
tion and defection, respectively. With some small probability, ε, players 
commit errors such that a player who intends to cooperate defects by 
mistake (and vice versa). Players adopt new strategies over time by com-
paring their payoff to the payoff they would obtain by using a random 
alternative strategy. The better the payoff of the alternative strategy, 
the more likely players are to switch. We iterate this process for many 
steps and record the average cooperation rates over time (Methods).

Our numerical findings parallel the previous equilibrium results. 
Cooperation cannot evolve if one of the players receives almost all of 
the endowment. Moreover, for linear and symmetric games, individuals 
are most likely to cooperate if everyone receives the same endowment 
(Fig. 2d). However, if some players are more productive than others 
(Fig. 2e) or if the game is nonlinear (Fig. 2f), unequal endowments 
yield more cooperation and higher payoffs. In all cases, we observe 
that the strategy Grim is less relevant, because it cannot sustain coop-
eration in the presence of noise3. Instead, cooperation evolves if the 
strategy WSLS11 is an equilibrium (Extended Data Figs. 1–5). WSLS 
contributes the full endowment in the first round, or if all players made 
the same relative contribution in the previous round. Otherwise WSLS 
contributes nothing11,20.

In the simulations, a group of defectors is most likely to be invaded 
by strategies such as tit-for-tat. These conditional cooperators in turn 
quickly adopt WSLS, which is more robust with respect to errors. 
However, because of stochasticity, any strategy is replaced eventually, 
even if it is an equilibrium (Supplementary Information). Further sim-
ulations show that analogous results hold when players choose between 
more than two discrete contributions each round (Fig. 3) or when strat-
egies are represented by finite-state automata15 (Extended Data Fig. 6, 
see Supplementary Information for details).

To explore the applicability of these theoretical results, we designed 
an online behavioural experiment based on the two-player game of 
Fig. 3. Participants are either equally productive or not and have the 
same endowment or not. We consider five treatments: full equality, 
endowment inequality, productivity inequality, aligned inequality and 

misaligned inequality (Fig. 4a). In the last two treatments, individuals 
differ in both dimensions. Either the more productive player (aligned) 
or the less productive player (misaligned) receives the larger endow-
ment. Previous experiments suggest that—in isolation—heterogeneous 
endowments reduce cooperation7,8, whereas heterogeneous productiv-
ities have a negligible effect22. Here we study the interaction between 
the two heterogeneities in repeated games, for which previous research 
did not find any significant effects23.

On the basis of our evolutionary analysis, we expect aligned inequal-
ity to increase and misaligned inequality to reduce welfare compared 

0 1/4 1/2 3/4 1
0

0.2

0.4

0.6

0.8

1.0
Maximally cooperative
endowment distribution

To
ta

l c
on

tr
ib

ut
io

ns

Player 1’s share of endowment

a

0 1/4 1/2 3/4 1
0

0.2

0.4

0.6

0.8

1.0 Maximally cooperative
endowment distribution

Player 1’s share of endowment

b

x ∈ {0,1} x ∈ {0,1/2,1} x ∈ {0,1/3, 2/3,1}Possible
contributions

Fig. 3 | When players differ in their productivities, equal endowments 
do not maximize contributions. We consider public goods games 
between two players. a, b, Players either coincide in their productivities, 
r1 = r2 = 1.6 (a) or player 1 is more productive, r1 = 1.9 and r2 = 1.3 (b). 
In each case, we vary player 1’s share of the initial endowment. We perform 
evolutionary simulations (dotted lines) for three scenarios, depending on 
which fraction of the endowment the players can contribute: {0, 1}, {0, 1/2, 
1} or {0, 1/3, 2/3, 1}. For equal productivities, cooperation is most likely to 
emerge when both players receive the same endowment. By contrast, when 
players differ in productivity, the maximum total payoff is achieved when 
player 1 obtains a larger fraction of the endowment. The position of the 
maximum is well-approximated by the maximally cooperative endowment 
distribution given by equation (4).

Equal
productivities

Unequal
productivities

Eq
ua

l
en

do
w

m
en

ts
U

ne
qu

al
en

do
w

m
en

ts

1 Full equality

Endowment
Productivity

Player
1 2

50 50
×1.6 ×1.6 

2 Endowment
inequality

Endowment
Productivity

Player
1 2

75 25
×1.6 ×1.6 

3 Productivity
inequality

Endowment
Productivity

Player
1 2

50 50
×1.9 ×1.3 

4 Aligned
inequality

Endowment
Productivity

1 2
75 25

×1.9 ×1.3 

5 Misaligned
inequality

Endowment
Productivity

1 2
25 75

×1.9 ×1.3 

0

50

100

R
el

at
iv

e
co

nt
rib

ut
io

ns
 (%

)

1 2

**

3 4 5

***

0

30

60

G
en

er
at

ed
su

rp
lu

s 
(%

)

Full
equality

Endowment
inequality

1 2

**

Productivity
inequality

Aligned
inequality

Misaligned
inequality

3 4 5

*** ***

Theoretical predictions Experimental results

a

b

c

d

e

Fig. 4 | Exploring the effects of multidimensional inequality with a 
behavioural experiment. a, On the basis of the two-player game shown 
in Fig. 3, we conduct an experiment with varying endowments and 
productivities. There are five conditions: (1) full equality, (2) endowment 
inequality, (3) productivity inequality, (4) aligned inequality (the 
more productive player has higher endowment), and (5) misaligned 
inequality (the more productive player has lower endowment). 
b–e, For each treatment, we compare the theoretical predictions from 
evolutionary simulations (grey bars) with the respective average values 
of the experiment (coloured bars). We show the relative contributions 
of each player (top) and the generated surplus (by how much the total 
payoffs of the players exceed their initial endowments; bottom). Aligned 
inequality yields high cooperation rates and higher payoffs than other 
treatments. Coloured dots represent individual groups of players; the 
number of observations (groups) for each treatment was 42, 42, 40, 39, 
40 for treatments 1–5, respectively. Error bars represent 95% confidence 
intervals. We analysed pairwise differences between treatments using  
two-tailed Mann–Whitney U-tests. **P < 0.01; ***P < 0.001. 
See Methods for details.
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approach computationally tractable, we first consider players who 
respond only to the outcome of the last round. Moreover, we assume 
that players choose only from a finite set of possible contributions.  
For example, they may either contribute their full endowment or noth-
ing at all. In that case, we refer to the two possible actions as coopera-
tion and defection, respectively. With some small probability, ε, players 
commit errors such that a player who intends to cooperate defects by 
mistake (and vice versa). Players adopt new strategies over time by com-
paring their payoff to the payoff they would obtain by using a random 
alternative strategy. The better the payoff of the alternative strategy, 
the more likely players are to switch. We iterate this process for many 
steps and record the average cooperation rates over time (Methods).

Our numerical findings parallel the previous equilibrium results. 
Cooperation cannot evolve if one of the players receives almost all of 
the endowment. Moreover, for linear and symmetric games, individuals 
are most likely to cooperate if everyone receives the same endowment 
(Fig. 2d). However, if some players are more productive than others 
(Fig. 2e) or if the game is nonlinear (Fig. 2f), unequal endowments 
yield more cooperation and higher payoffs. In all cases, we observe 
that the strategy Grim is less relevant, because it cannot sustain coop-
eration in the presence of noise3. Instead, cooperation evolves if the 
strategy WSLS11 is an equilibrium (Extended Data Figs. 1–5). WSLS 
contributes the full endowment in the first round, or if all players made 
the same relative contribution in the previous round. Otherwise WSLS 
contributes nothing11,20.

In the simulations, a group of defectors is most likely to be invaded 
by strategies such as tit-for-tat. These conditional cooperators in turn 
quickly adopt WSLS, which is more robust with respect to errors. 
However, because of stochasticity, any strategy is replaced eventually, 
even if it is an equilibrium (Supplementary Information). Further sim-
ulations show that analogous results hold when players choose between 
more than two discrete contributions each round (Fig. 3) or when strat-
egies are represented by finite-state automata15 (Extended Data Fig. 6, 
see Supplementary Information for details).

To explore the applicability of these theoretical results, we designed 
an online behavioural experiment based on the two-player game of 
Fig. 3. Participants are either equally productive or not and have the 
same endowment or not. We consider five treatments: full equality, 
endowment inequality, productivity inequality, aligned inequality and 

misaligned inequality (Fig. 4a). In the last two treatments, individuals 
differ in both dimensions. Either the more productive player (aligned) 
or the less productive player (misaligned) receives the larger endow-
ment. Previous experiments suggest that—in isolation—heterogeneous 
endowments reduce cooperation7,8, whereas heterogeneous productiv-
ities have a negligible effect22. Here we study the interaction between 
the two heterogeneities in repeated games, for which previous research 
did not find any significant effects23.

On the basis of our evolutionary analysis, we expect aligned inequal-
ity to increase and misaligned inequality to reduce welfare compared 
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1} or {0, 1/3, 2/3, 1}. For equal productivities, cooperation is most likely to 
emerge when both players receive the same endowment. By contrast, when 
players differ in productivity, the maximum total payoff is achieved when 
player 1 obtains a larger fraction of the endowment. The position of the 
maximum is well-approximated by the maximally cooperative endowment 
distribution given by equation (4).
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Fig. 4 | Exploring the effects of multidimensional inequality with a 
behavioural experiment. a, On the basis of the two-player game shown 
in Fig. 3, we conduct an experiment with varying endowments and 
productivities. There are five conditions: (1) full equality, (2) endowment 
inequality, (3) productivity inequality, (4) aligned inequality (the 
more productive player has higher endowment), and (5) misaligned 
inequality (the more productive player has lower endowment). 
b–e, For each treatment, we compare the theoretical predictions from 
evolutionary simulations (grey bars) with the respective average values 
of the experiment (coloured bars). We show the relative contributions 
of each player (top) and the generated surplus (by how much the total 
payoffs of the players exceed their initial endowments; bottom). Aligned 
inequality yields high cooperation rates and higher payoffs than other 
treatments. Coloured dots represent individual groups of players; the 
number of observations (groups) for each treatment was 42, 42, 40, 39, 
40 for treatments 1–5, respectively. Error bars represent 95% confidence 
intervals. We analysed pairwise differences between treatments using  
two-tailed Mann–Whitney U-tests. **P < 0.01; ***P < 0.001. 
See Methods for details.
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approach computationally tractable, we first consider players who 
respond only to the outcome of the last round. Moreover, we assume 
that players choose only from a finite set of possible contributions.  
For example, they may either contribute their full endowment or noth-
ing at all. In that case, we refer to the two possible actions as coopera-
tion and defection, respectively. With some small probability, ε, players 
commit errors such that a player who intends to cooperate defects by 
mistake (and vice versa). Players adopt new strategies over time by com-
paring their payoff to the payoff they would obtain by using a random 
alternative strategy. The better the payoff of the alternative strategy, 
the more likely players are to switch. We iterate this process for many 
steps and record the average cooperation rates over time (Methods).

Our numerical findings parallel the previous equilibrium results. 
Cooperation cannot evolve if one of the players receives almost all of 
the endowment. Moreover, for linear and symmetric games, individuals 
are most likely to cooperate if everyone receives the same endowment 
(Fig. 2d). However, if some players are more productive than others 
(Fig. 2e) or if the game is nonlinear (Fig. 2f), unequal endowments 
yield more cooperation and higher payoffs. In all cases, we observe 
that the strategy Grim is less relevant, because it cannot sustain coop-
eration in the presence of noise3. Instead, cooperation evolves if the 
strategy WSLS11 is an equilibrium (Extended Data Figs. 1–5). WSLS 
contributes the full endowment in the first round, or if all players made 
the same relative contribution in the previous round. Otherwise WSLS 
contributes nothing11,20.

In the simulations, a group of defectors is most likely to be invaded 
by strategies such as tit-for-tat. These conditional cooperators in turn 
quickly adopt WSLS, which is more robust with respect to errors. 
However, because of stochasticity, any strategy is replaced eventually, 
even if it is an equilibrium (Supplementary Information). Further sim-
ulations show that analogous results hold when players choose between 
more than two discrete contributions each round (Fig. 3) or when strat-
egies are represented by finite-state automata15 (Extended Data Fig. 6, 
see Supplementary Information for details).

To explore the applicability of these theoretical results, we designed 
an online behavioural experiment based on the two-player game of 
Fig. 3. Participants are either equally productive or not and have the 
same endowment or not. We consider five treatments: full equality, 
endowment inequality, productivity inequality, aligned inequality and 

misaligned inequality (Fig. 4a). In the last two treatments, individuals 
differ in both dimensions. Either the more productive player (aligned) 
or the less productive player (misaligned) receives the larger endow-
ment. Previous experiments suggest that—in isolation—heterogeneous 
endowments reduce cooperation7,8, whereas heterogeneous productiv-
ities have a negligible effect22. Here we study the interaction between 
the two heterogeneities in repeated games, for which previous research 
did not find any significant effects23.

On the basis of our evolutionary analysis, we expect aligned inequal-
ity to increase and misaligned inequality to reduce welfare compared 
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1} or {0, 1/3, 2/3, 1}. For equal productivities, cooperation is most likely to 
emerge when both players receive the same endowment. By contrast, when 
players differ in productivity, the maximum total payoff is achieved when 
player 1 obtains a larger fraction of the endowment. The position of the 
maximum is well-approximated by the maximally cooperative endowment 
distribution given by equation (4).
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Fig. 4 | Exploring the effects of multidimensional inequality with a 
behavioural experiment. a, On the basis of the two-player game shown 
in Fig. 3, we conduct an experiment with varying endowments and 
productivities. There are five conditions: (1) full equality, (2) endowment 
inequality, (3) productivity inequality, (4) aligned inequality (the 
more productive player has higher endowment), and (5) misaligned 
inequality (the more productive player has lower endowment). 
b–e, For each treatment, we compare the theoretical predictions from 
evolutionary simulations (grey bars) with the respective average values 
of the experiment (coloured bars). We show the relative contributions 
of each player (top) and the generated surplus (by how much the total 
payoffs of the players exceed their initial endowments; bottom). Aligned 
inequality yields high cooperation rates and higher payoffs than other 
treatments. Coloured dots represent individual groups of players; the 
number of observations (groups) for each treatment was 42, 42, 40, 39, 
40 for treatments 1–5, respectively. Error bars represent 95% confidence 
intervals. We analysed pairwise differences between treatments using  
two-tailed Mann–Whitney U-tests. **P < 0.01; ***P < 0.001. 
See Methods for details.
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Summary: How to allocate endowments to maximise cooperation?

- When players are equally productive, they should get 
equal contributions.

- Otherwise, more productive players should get higher 
endowments (‘aligned inequality’)



Summary

1. In my lectures, I first provided some introduction to evolutionary 
game theory (replicator dynamics, Moran process).

2. Then we used to these techniques to further explore the evolution 
of cooperation (in particular: direct and indirect reciprocity). 

3. Thanks to the organisers, and thanks for being such an engaging 
audience!
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